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1. Introduction
Solids exhibit a variety of electronic properties such

as elastic, magnetic, thermodynamic, transport prop-
erties, etc. Above all, the difference between insulat-
ing and metallic properties is most dramatic. Since
the constituent atoms, if they are isolated, are
neutral, the onset of metallic conduction which
results from the motion of electrons between atomic
sites is not trivial. This is, however, well explained
in the textbook by the Bloch’s band theory as being
the realization of cases where the chemical potential
is located within the energy band. On the other hand,
if energy bands are fully occupied and the chemical
potential is located within the band gap, an insulat-
ing state is realized which is called the band insula-
tor. Such a difference can be understood also from
the local point of view. In solids, the quantum
tunneling of electrons is possible between different
atomic sites. If the atomic orbital with the highest
energy has one electron per orbital, metallic conduc-
tion is possible, whereas if two electrons are in the
same orbital, the system as a whole becomes insulat-
ing as a result of Pauli principle. Such a kind of view
for the onset of the conduction process is valid if the
energy separation, ∆, between atomic orbitals is
larger than the transfer integral, t, i.e., if the bands
are well separated. In ordinary metals, however, this
condition is generally not satisfied, and the resultant
band structures are complicated, as seen in actual
band structure calculations.

Besides such band insulators which are due to the
basic principle of quantum mechanics, there are
various mechanisms to make systems insulating even
if the band theory predicts a metallic state. These
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are as follows:
1. Mott insulator in the case of a half-filled band.
2. Charge-ordered (CO) state in the case of com-

mensurate fillings of the band.
3. Peierls insulators causing the bond alternation

in one-dimensional (1D) systems such as in poly-
acetylenes, (CH)x, which are the special case of
instability due to the nesting of Fermi surface. These
are essentially band insulators but doped carriers
behave differently from those in the band insulators,
i.e., like solitons.

4. Anderson localization due to disorder conceivable
in any degree of band filling.

These cases 1, 2, and 3 are schematically shown
in Figure 1. The cases 1 and 2 are consequences of
strong interaction between electrons (strong coupling
effects), when the commensurability of the carrier
number to the lattice is satisfied. On the other hand,
in case 3, the geometry of the Fermi surface is an
important factor; its nesting leads to charge-density-
wave (CDW) or spin-density-wave (SDW) states, but
the resultant state is not always an insulator unless
when the system is purely 1D. There is a clear
contrast between these two categories; the “real
space” physics appears in the former, whereas in the
latter the “momentum space” provides a better
description.

During the past 30 years, there have been great
efforts and then achievements in realizing conducting
(metallic) states in molecular solids1-3 as briefly
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Figure 1. Schematic representations of (a) Mott insulator,
(b) charge ordered state, and (c) Peierls insulator. Black
dots, gray circles, and thick bonds represent lattice sites,
localized electrons, and bond alternation, respectively.
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categorized in Table 1. The strategy behind has been
to combine different kinds of molecules and/or ions
and generate charge transfer between them when
crystallized. This is because molecules alone have a
closed shell, and therefore, crystals consisting of a
single kind of molecule are usually band insulators,4
in accordance with the local picture above. In the
early stage of the research, compounds consisting of
1:1 composition between two kind of molecules A and
B, the “AB compounds”, were mainly synthesized.
Later on, 2:1 compounds, i.e., the “A2B compounds”,
were found to be more suitable for realizing conduct-
ing systems. Furthermore, besides simple metallic
states, the A2B compounds show rich physical prop-
erties such as the various insulating states pointed
out above.

For an understanding of these molecular solids, the
local approach explained above is very suited, since
the condition ∆ > t is usually satisfied where the roles
of the atomic orbitals in that consideration can be
replaced by the molecular orbitals. This is because
of a larger size of molecules compared to that of
atoms leading to small local amplitude of wave
function and hence to a smaller t between them. Also,
a relatively larger distance between molecules be-
cause of the van der Waals bonding leads to smaller
t, compared to that in usual compounds composed of
atoms with stronger bonding. In such cases, either
HOMO (highest occupied molecular orbital) or LUMO
(lowest unoccupied molecular orbital), termed as
frontier orbitals by Fukui,5 are the determining
factors of the electronic properties in molecular solids.
This can be viewed as an extension of the idea of the
frontier orbital theory for chemical reaction of mol-
ecules to molecular solids. The notable feature of
molecular solids is that t between this HOMO or
LUMO always have strong anisotropy. This aniso-
tropy reflects particular shapes of molecules (i.e.,
planer in most cases) and leads to various band
structures and then to electronic properties in sys-
tems with different arrangement of molecules in the
unit cell.

Our aim in this review is to search for a possible
systematic theoretical understanding of particular
electronic properties of the conducting A2B com-
pounds based on the frontier orbitals, HOMO and
LUMO. The main interests will be (1) How are the
metallic states realized? and (2) What kinds of
ground states are expected in each case? The basic

Hamiltonian to examine this problem will be the
tight-binding model based on either HOMO or LUMO
of relevant molecules (e.g., referring to the results of
the extended Hückel calculation6,7) together with
Coulomb interaction not only within the same site,
U, but also between neighboring sites, Vij, as well.
This is called the extended Hubbard model, repre-
sented as

where 〈ij〉 denotes the pair of the lattice sites i and j
and σ is the spin index which takes v or V. The transfer
integrals, tij, take full account of the anisotropy
resulting from the particular spatial extent of mo-
lecular orbitals of HOMO or LUMO. The validity of
such tight-binding models has been confirmed by the
finding that its calculated results agree with the
observed Fermi surfaces in various compounds. Par-
ticularly, the LDA band structure calculations taking
into account of about 90 atoms in the unit cell for
DCNQI2X (X ) Cu, Li, Ag) by Miyazaki et al.8,9 is
noteworthy. Their results based on such detailed
calculations are in accordance with the de Haas-van
Alphen experiment in (DMe-DCNQI)2Cu10 and also
with those based on the tight-binding approximation
by use of the overlap integrals of the extended Hückel
calculation.11 Although there is no general guarantee
of the validity to apply the extended Hückel scheme,
it will be ascertained a posteriori, and we will assume
it in this review.

The electron-electron Coulomb repulsion described
by the last two terms in eq 1 is important to
understand the diversity in the electronic properties
of molecular solids. A theoretical attempt to study
such effects in conducting A2B systems in a system-
atic way was first done by Kino and Fukuyama12 by
taking the anisotropy of tij into full account. They
considered the Hubbard model (Vij ) 0) and treated
the on-site U term within standard mean-field ap-
proximation, but adopting the values of tij from the
extended Hückel scheme mentioned above. This
study on ET2X (ET ) BEDT-TTF) as a typical
example opened a path to pursue an understanding
of the physical properties of the conducting A2B
systems. It made clear how to deal with apparently
complicated molecular solids in a transparent way

Table 1. Representative Molecular Crystals Where Conducting (Metallic) States Are Realizeda

compounds electric property phenomena

NMP-TCNQ CT 1D semimetal
or Mott insulator

1D AF

TTF-TCNQ CT 1D semimetal Peierls transition, CDW, gigantic
conductivity peak, sliding conduction

(CH)x Peierls insulator (dimerization) doping, carriers as in-gap states
TM2X CT metal SDW, SC, AF, SP, CO, ferroelectricity
DCNQI2X CT metal CO, Mott insulator, CO-Mott with Peierls
ET2X CT metal Mott insulator, AF, SC, CO
BETS2X CT metal SC, Mott insulator, field-induced SC
TTM-TTP2I3 1:1 half-filled, CT metal Mott transition
Ni(tmdt)2 single component metal semimetal

a CT, AF, CDW, SDW, SC, SP, and CO stand for charge transfer, antiferromagnet, charge-density-wave, spin-density-wave,
superconductor, spin-Peierls, and charge order, respectively.

H ) ∑
〈ij〉

∑
σ

(tijciσ
† cjσ + h.c.) + ∑

i
Uni vni V + ∑

〈ij〉
Vijninj

(1)
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similarly to the conventional solids on a general
ground; the molecular solids can be studied based on
molecular orbitals compared to atomic orbitals in
conventional solids.

The extended Hubbard model represented by eq 1
can be commonly applied to a broad range of com-
pounds, but the actual values of parameters differ
from compound to compound. For example, the “on-
molecule” U varies to some extent depending on the
molecule (see the following sections for specific cases)
but is usually considered to take the same value for
the same molecule and is typically of the order of
bandwidth, ∼1 eV.2 On the other hand, tij is more
sensitive to the molecular arrangements as has
already been pointed out, and as for Vij, the point
charge relation Vij ∝ 1/rij approximately holds where
rij is the distance between the center of two molecules
i and j.14 (Notable here is that transfer integrals tij
decay exponentially as a function of rij.14) The con-
sideration of this Coulombic Vij term in eq 1 is now
understood to be crucial for CO states15 which are of
recent interest, and we put special emphasis on it in
this review. As a matter of fact, the value of Vij
between neighboring molecules can be as large as
∼50% of U estimated in some compounds.16,17 The
effects of electron-phonon interactions, not included
in eq 1, will be examined separately. More general
aspects of conducting molecular solids can be found
elsewhere.1-3,18,19

2. Characteristic Features of Conducting
Molecular Solids

As we have introduced in the previous section,
charge transfer is important for realizing conducting
molecular solids. Depending on the degree of the
charge transfer and on whether the resulting molec-
ular states are in the closed shell or not, different
types of electronic states emerge. We will first sum-
marize briefly such electronic states in representative
conducting AB compounds and then introduce typical
features of the A2B compounds in short.

2.1. Brief Summary of AB Compounds
As seen in Table 1, there are examples of AB

compounds where a metallic state is stabilized. One
of the compounds attracting interest in early days is
NMP-TCNQ, where the amount of charge transfer
was first considered to be one from NMP to TCNQ,
resulting in closed shell of NMP+ and then half-filled
band of TCNQ-. The onset of a gradual metal-
insulator (MI) transition seen in the temperature
dependence of resisitivity at around 200 K, below
which the spin susceptibility has strong dependence
on temperature, was interpreted to be due to the Mott
transition.20 On the other hand, X-ray scattering
measurements suggest that the amount of charge
transfer is 2/3 and that the insulating behavior is
then to be due to the Peierls transition.21 Possible
effects of positional disorder in the ethylene group
of the asymmetric NMP molecules should be taken
into account for the full understanding of the elec-
tronic properties of this compound.22

In the case of TTF-TCNQ and its analogues, which
have been attracting much interest since their syn-

thesis,18,19 the amount of charge transfer is fractional
and is close to 2/3, resulting in the contribution to
the transport properties from both TTF and TCNQ
chains. The large peak in conductivity just above 50
K was first considered to be due to the fluctuation of
a superconducting (SC) state23 but now understood
as due to the collective (phason) transport associated
with the Peierls transition.18,19 The Peierls transition
leads to the CDW ground state, which is found in
many different kinds of compounds.24

There is also a recent example, (TTM-TTP)I3,25,26

with the closed shell of (I3)- and half-filled band of
TTM-TTP+. The MI transition-like large change of
resistivity around 150 K at ambient pressure is
attributed to the Mott transition. It is to be noted
that the spin susceptibility below this characteristic
temperature is seen to be suppressed in contrast to
the case of NMP-TCNQ and is argued as the onset
of the spin-Peierls (SP) state. In fact, the X-ray
observation of the superlattice below this character-
istic temperature suggests the formation of dimers
between the spins S ) 1/2 on TTM-TTP due to lattice
distortions.

2.2. Representative Features of A2B Compounds
There are many examples of this category with

either a 1D or two-dimensional (2D) array of mol-
ecules, where B molecules are fully charged either
as a -1 or +1 forming closed shell. Therefore, the
average valence of A molecules is either +1/2 or -1/2
and then the energy bands formed by HOMO or
LUMO of A molecules are quarter-filled in terms of
holes or electrons, respectively, if the A sites are
equivalent, as shown in Figure 2 (in this section only
the case of B+ and then Figure 2b will be considered,
since the same physical consideration can be applied
to both cases).

In such A2B compounds, most typically two limiting
cases can be considered in the presence of strong
correlation depending on the degree of dimerization
as schematically shown in Figure 3 for 1D sys-
tems.13,27 In the absence of dimerization, electrons
will favor to stay apart from each other if the kinetic
energy characterized by the bandwidth is relatively
small compared to the Coulomb interaction. This
results in nonuniform distribution of charge density
between molecules, i.e., charge disproportionation
(CD). In the quarter-filled case the charge will occupy

Figure 2. Schematic representations of (a) 3/4-filled and
(b) quarter-filled bands in one-dimensional case. EF, kF, and
a represent the Fermi energy, the Fermi momentum and
the lattice constant, respectively.
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every other site as shown in Figure 3a; i.e., a CO
state is realized, which is a long-range-ordered state
of CD. It should be emphasized that the intersite
Coulomb interaction, Vij, plays crucial roles for this
kind of CO state which can be considered as a Wigner
crystal on lattices.28 On the other hand, in the
presence of strong dimerization, a single electron will
occupy the bonding state of each dimer as shown in
Figure 3b leading to an effectively half-filled band
and then to the Mott insulating state due to the effect
of U, which we call a dimer-Mott (DM) state. In this
state, the charge distribution is uniform among
molecules.

In the actual compounds, there are many situations
between these two limiting cases and the resultant
electronic state is not so simple. This is because the
molecular solids have moderate value of Coulomb
interactions comparable with the kinetic energy
represented by the bandwidth, as mentioned above.
The reality lies between these limiting cases and the
ground states actually realized depends on the band
structure of each material, which is affected by the
anisotropy of tij as we will see later.

In the limiting case of the CO state, there should
be a localized spin S ) 1/2 on every other “charge-
rich” site. In the DM state, on the other hand, the
localized spin S ) 1/2 is on each dimer. For both
cases, the effective Heisenberg exchange coupling
between these spins depends on the transfer integrals
between sites/dimers where the electrons are local-
ized, due to the superexchange process. For example,
both states in a and b of Figure 3 are described by
the 1D Heisenberg models with uniform exchange
coupling, J.

3. Experimental Overview of A2B Compounds
There is a variety in A2B compounds, and their

diverse electronic properties have been revealed by
experimental studies. In view of the possible char-
acteristic features theoretically expected in the limit-
ing cases of A2B compounds explained above, various
systems actually synthesized will be categorized and
their properties be summarized in the following, so
that one can see the characteristic features of each
family.

3.1. DCNQI2X
The structure of DCNQI2X is schematically shown

in Figure 4, where DCNQI is a shorthand for R1R2-

DCNQI molecule.29 As seen in Figure 4a, DCNQI can
be chemically modified by varying the groups R1 and
R2 with Cl, Br, I, CH3 () Me), CH3O, etc. In the
following, we omit R1R2- and write DCNQI in general
but denote them explicitly when necessary. In the
cases of X ) Li and Ag, the valence of X is +1 and
then the π-band of DCNQI is quarter-filled, whereas
the average valence in the case of X ) Cu is close to
+4/3, which is a particular case. As a result, their
physical properties are very different although these
are all isostructural.

3.1.1. X ) Li, Ag
The temperature dependences of electrical resistiv-

ity, F, and magnetic susceptibility, ø, of DMe-DCNQI2-
Ag and DI-DCNQI2Ag, which show typical behavior
of this family, are shown in Figure 5.30 These
compounds are metallic or semiconducting at room
temperature and turn gradually into an insulating
state upon cooling. Their data of ø show a charac-
teristic behavior expected for a low-dimensional
localized spin system, and at low temperature, a
magnetic phase transition takes place to either an
antiferromagnetic (AF) state or a nonmagnetic SP
state.

3.1.2. X ) Cu
This family has been intensively studied because

of their three-dimensional nature which is apparently
unexpected31 and a dramatic MI transition of first-
order nature with sudden jumps in F of several orders

Figure 3. Schematic representations of two limiting cases
in one-dimensional quarter-filled system: (a) the charge
ordered state and (b) the dimer-Mott insulating state. Black
dots and gray circles represent the lattice sites and the
localized carriers, respectively.

Figure 4. (a) DCNQI molecule with examples of substit-
uents, R1 and R2 (Reprinted with permission from ref 32.
Copyright 1993 The American Physical Society) and (b)
crystal structure of DCNQI2X.
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of magnitude.11 Their phase diagram on the plane of
pressure and temperature is summarized as in
Figure 6.32 Each compound with different R1 and R2
is located in a certain position along the transverse
axis, and by applying the external pressure to each
compound, their behavior changes continuously to
that of the other compounds with smaller unit cell
sizes. Therefore, substituting the molecule without
changing the structure can be considered as applying
“chemical pressure”,33 and this concept generally
holds for the phase diagrams of many molecular
solids as we will see below. In Figure 6, one can see
that the MI phase boundary is very sensitive to these
factors, and a notable point is the existence of a re-
entrant behavior of the MI transition as a function
of temperature in a very narrow range of effective
pressure.

In Figure 7, the temperature dependences of F and
ø for members of DCNQI2Cu near the MI phase
boundary are shown.34 In the metallic phase, ø has
a weak temperature dependence similar to Pauli
paramagnetic susceptibility, whereas in the insulat-
ing phase, on the other hand, ø shows a Curie-like
behavior. In the latter, if one assumes the existence
of localized spin of S ) 1/2 on the Cu chains, the
population of spin corresponds to 1/3 of the Cu sites.

Hence, this insulating phase will be characterized by
a particular localization of charge on Cu sites as (Cu+

Cu+ Cu2+), which is actually confirmed experimen-
tally.35 At the same time, a 3-fold periodic lattice
distortion occurs on the DCNQI chain.11 It is men-
tioned that, in the cases of R1 and R2 containing
iodine, the external pressure leads to a series of
transitions from the insulating state with 3-fold
periodicity to another metallic state and then to an
insulating state again at higher pressure,36 as shown
in Figure 8.

Figure 5. (a) Electrical resistivity, F, and (b) magnetic
susceptibility, ø, of R1R2-DCNQI2X with R1 ) R2 ) I, Me
and X ) Ag, Cu in the metallic phases. (Reprinted with
permission from ref 30. Copyright 1996 The American
Physical Society.)

Figure 6. Experimental phase diagram of DCNQI2Cu.
The arrows show the location for the ambient pressure
properties of different substituent groups shown in Figure
4(a), indicated as R1R2. The shaded and the dotted area
represent the re-entrant metallic and the antiferromagnetic
(AF) state, respectively. (Reprinted with permission from
ref 32. Copyright 1993 The American Physical Society.)

Figure 7. (a) Electrical resistivity, F, and (b) magnetic
susceptibility, ø, of DMe-DCNQI2Cu tuned by substituting
isotope atoms. In (a), 1a and 1b are data for unsubstituted
salts and those for salts with carbon sites in cyano group
substituted by 13C, and in (b), h8, d8, and d8-h8 are data
for undeutrated salts, fully deutrated salt (i.e., all H f D),
and their 4:6 alloyed salts, respectively. (Reprinted with
permission from ref 34. Copyright 1993 Pergamon Press
Ltd, and 1995 Elsevier Science S.A.)
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3.2. TM2X
The TMTCF2X system, where TMTCF (abbreviated

as TM) ) TMTSF or TMTTF molecules, shown in
Figure 9a, has been extensively studied for more than
20 years since the discovery of SC in TMTSF2PF6 in
1979.37 The crystal structure of TM2X is shown in
Figure 9b, where X is a closed shell anion, X-, so that
the π band of TM molecules is 3/4-filled. Jérome and
co-workers summarized their physical properties in
a phase diagram on the plane of temperature and

(effective) pressure as shown in Figure 10.38 The
difference between TMTSF and TMTTF is the rela-
tively widespread wave function of the former due
to the larger Se orbital than S; this leads to larger
transfer integrals in TMTSF compounds especially
in the direction transverse to the TM columns7,39 and
to larger value of U in the TMTTF, i.e., UTMTTF >
UTMTSF.16,17 Therefore, it is natural that in Jérome’s
phase diagram TMTTF2X is mainly on the left (low
pressure) side while TMTSF2X is on the right (high
pressure) side; the former is expected to show a
stronger tendency toward insulating states due to
electron correlation as discussed in section 2.2, since
the pressure increase in the horizontal axis increases
the transfer integrals reducing the correlation effects.

The electrical resistivity, F, of each compound
exhibits characteristic temperature dependence as
shown in Figure 11.38,40 In the case of TMTSF2PF6,
a MI transition is seen in F at around 10-20 K, which
is the onset temperature of the SDW state. The
anisotropic behavior of the magnetic susceptibility,
ø, is found there with a well-defined kink expected
from the general understanding of the ordering of
spin moments.38

TMTTF compounds, by contrast, in fact show more
insulating characters. An MI crossover behavior is
seen in F with a minimum at around TF ) 100-200
K.38,40 However, until recently, there have been no
physical quantities which point to the existence of a
phase transition around these minima, whereas a
kink in the thermopower and a maximum in the
dielectric constant is found at somewhat lower tem-
peratures; these features have been called the “struc-
tureless phase transition“.41 Through this crossover
region, ø does not show any anomaly and behaves as
that of a localized spin system, whereas magnetic
phase transition to either AF or SP states occurs at
well below this region.38,42 These behaviors of F and

Figure 8. Experimental phase diagram of DI-DCNQI2Cu
based on resistivity measurements. The region “Insulator
I” is where the insulating state with 3-fold periodicity is
stabilized36 (courtesy of Y. Kashimura). The detailed
properties of other phases, “Insulator II”, “Metal I”, and
“Metal II”, are not yet known.

Figure 9. (a) TMTSF and TMTTF molecules and (b)
crystal structure of TM2X.

Figure 10. Jérome’s experimental phase diagram of
TM2X. CL, SP, AFM, SDW, and SC stand for charge
localization, spin-Peierls, antiferromagnet, spin-density-
wave, and superconductor, respectively. Note that the CL
phase is defined as below the temperature where the
resistivity shows a miminum; this is not a phase transition
but a crossover temperature. (Reprinted with permission
from ref 42. Copyright 2000 The American Physical Soci-
ety.)
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ø are similar to those in DCNQI2X with X ) Li, Ag,
as seen in section 3.1.1.

3.3. Two-Dimensional Systems: ET 2X and
BETS2X

Interesting A2B compounds with 2D nature were
realized in early 1980s following the successful
synthesis of the BEDT-TTF (abbreviated as ET)
molecules, which is shown in Figure 12a.2 With the
amount of charge transfer as X-, ET1/2+ form 2D
planes of 3/4-filled electronic systems on the average.
There exist many polytypes in this family categorized
by the Greek letters, R, â, κ, θ, etc.,43 representing

different spatial arrangements of ET molecules which
show different electronic properties. Here, we will
focus on the extensively studied polytypes with either
two or four molecules in the unit cell; the representa-
tive examples of the former are θ- and â-types and
those of the latter are κ-, λ-, and R-types. The spatial
arrangements of the molecules in the unit cell of
these polytypes are schematically shown in Figure
12b.

If the energy bands are not strongly dispersive and
are separated energetically with each other, the band
theory for θ- and â-type compounds would predict
that the Fermi level falls in the center of the upper
band which will then be half-filled, and simple
metallic states are expected. On the other hand, in
κ-, λ-, and R-type compounds with four ET’s in the
unit cell the Fermi level would be located within the
gap between the highest and the second bands,
leading to band insulators. However, the electronic
properties actually observed are truly diverse as will
be introduced in the following.

There are compounds consisting of derivatives of
the ET molecule, for example its selenium variants
such as BETS () BEDT-TSF)44,45 shown in Figure
12a, and its oxygen variants such as BO
() BEDO-TTF).2 In this review, we concentrate on
ET- and BETS-based materials in which cases many
systematic experimental studies have been carried
out so far. The BETS molecule has a HOMO more
widely spread compared to that of the ET molecule,44

and then the value of U for BETS, UBETS, is expected
to be smaller than that for ET, UET.45 Therefore,
similarly to the case of TMTTF and TMTSF ex-
plained above in section 3.2, the ET salts usually
show stronger tendency toward insulating states due
to electron correlation than the BETS salts, as we
will see in the following for each polytype. Another
characteristic feature of the BETS compounds com-
pared to the ET compounds is that there are com-
pounds which contains magnetic anions, X ) FeY4
(Y ) Cl, Br, etc.) with Fe3+ (S)5/2) interacting with
the BETS π-conducting plane,46 as we will see in
sections 3.3.3 and 3.3.4.

3.3.1. θ-Type

The experimental phase diagram of θ-ET2X is
summarized by Mori et al. as shown in Figure 13,
characterized by the dihedral angle, φ, defined as the
angle between the molecules in adjacent columns.47

(In ref 47, this is defined as θ but we use φ instead
in this paper to avoid confusion.)

In the region of large φ, the ground state is
insulating and there exists a sharp increase of F (MI
transition) below some characteristic temperatures
at around 100 K, as shown in Figure 14a, where a
structural phase transition is concurrently observed.47

The temperature dependence of ø, which is shown in
Figure 14b,47 is rather smooth through these tem-
peratures behaving similarly to a low-dimensional
localized spin system, and a crossover to a spin
gapped behavior is seen below around 10 K.

On the other hand, in the region of smaller φ, such
a sharp transition is absent but with decreasing
temperature, F gradually increases below around 50

Figure 11. Electrical resistivity, F of several members of
TM2X. (Reprinted with permission from ref 40. Copyright
1993 EDP Sciences.)

Figure 12. (a) ET and BETS molecules and (b) schematic
representation of spatial arrangements of these molecules
in the 2D plane for different polytypes, where the ellipses
and the gray area represent the molecules and the unit
cells, respectively.
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K, whereas ø also shows an increase from similar
temperatures with a Curie-like behavior. When φ is
further decreased, a normal metallic state is stabi-
lized, where there exists the only material in this
family showing a SC ground state, θ-ET2I3. θ-BETS2X
are located in this phase diagram in the region of
small φ,48 consistent with UBETS < UET.

3.3.2. â-Type
The first SC at ambient pressure in ET-based

materials has been found in this polytype;2,49 â-ET2I3
is known for having two different SC phases at Tc∼
1.5 and 8 K, respectively, and other â-ET2X materials
with X ) IBr2 and AuI2 also show SC at Tc ) 2.7 and
3.8 K, respectively. Studies in the early stage have
disclosed that the presence of a superstructure lowers
Tc, which is related to the disorder effects due to the
incommensurate ordering of two different types of
conformations of terminal ethylene groups in ET
molecules. Such disorder effects have been system-
atically investigated also by alloying different an-
ions,50 and a theoretical explanation was given.51

There are other similar polytypes classified as sub-
families of the â-type, i.e., â′- and â′′-types, according
to the degree of the anisotropy of transfer integrals,
where the geometrical feature of the molecular ar-
rangements are all the same. In sharp contrast to
the above ordinary â-type materials, â′-ET2X behave
as semiconductors for X ) AuCl2

52 and IClBr and AF

insulators for X ) ICl2,53 whereas â′′-ET2X (X )
AuBr2,54 ICl2,55 and AuBrI56) are metallic but no sign
of SC state is found up to now.

3.3.3. κ-Type
The family of κ-ET2X has been studied in great

detail because of its unique and interesting proper-
ties. They are very sensitive to the effective pressure
as shown in their phase diagram Figure 15, exten-
sively studied by Kanoda and collaborators.57,58 It is
seen that an AF insulating ground state has a first-
order phase boundary with a SC ground state as a
function of pressure. This AF state has a com-
mensurate structure to the lattice; therefore, the
insulating behavior in this system is considered to
be due to the Mott insulator.59 Recently, it has been
disclosed that this sharp boundary between the
insulating state and metallic state persists even
above Tc and TN with the critical end point60 (see
Figure 15). Above this point of temperature, the
insulating state is transformed into the metallic state

Figure 13. Mori’s experimental phase diagram of θ-ET2X
classified by the dihedral angle, φ47 (courtesy of H. Mori).

Figure 14. (a) Electrical resistivity, F, of several members
of θ-ET2X, (b) magnetic susceptibility, ø, of θ-ET2RbZn-
(SCN)4, and (c) ø, of θ-ET2CsZn(SCN)4. (Reprinted with
permission from ref 47. Copyright 1998 The American
Physical Society.)
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gradually. The isostructural family based on BETS
molecules, κ-BETS2X, has a metallic character inde-
pendent of anions as expected from a smaller UBETS
value. One can consider that they are located in the
metallic region of Kanoda’s phase diagram, and
actually κ-BETS2GaBr4 has a SC phase with Tc as
low as 1 K.61

κ-BETS2FeCl4-yBry containing mangetic ions show
properties different from the Ga-containing com-
pounds.46 In these systems, the AF ordering of Fe
spins takes place at 4 K and 1 K for X ) FeBr4 and

FeCl4, respectively, whereas the π-electronic system
remains metallic, and in the former SC sets at Tc )
1 K. As we will see in section 3.3.4, this is in sharp
contrast to the effect of magnetic ions in their λ-type
analogue where insulating phases are considerably
stabilized by introducing the d spins. Very recently,
SC under high magnetic field (H ) 10-15 T) with
the maximum Tc of 0.4 K is observed in κ-BETS2-
FeBr4,62 only when H is applied exactly parallel to
the BETS layer, which seems to be essentially the
same phenomenon found first in λ-BETS2FeCl4 (see
next).

3.3.4. λ-Type

λ-BETS2X system also shows a variety of ground
states, which can be categorized depending on whether
X contains magnetic Fe ion or not. First, the phase
diagram by Tanaka et al. for X ) GaCl4-yBry is shown
in Figure 16a, where increase of the bromine content
y corresponds to the expansion of the unit cell volume
and then interpreted as an effective “inverse pres-
sure” effect.63 SC and insulating phases are next to
each other at low temperatures as the effective
pressure is varied, which is analogous to the phase
diagram of κ-ET2X in Figure 15. However, the
magnetic behavior in the insulating phase is different
to each other, where κ-ET2X shows AF ordering at
around 20 K57,59 while λ-BETS2X show a maximum
in ø at similar temperatures but without any signal
of clear AF so far.

As for X ) FeCl4-yBry, on the other hand, a sharp
first-order MI transition takes place for X ) FeCl4
together with an AF ordering between spins on the
Fe ions, in striking contrast to X ) GaCl4 with SC
ground state (see Figure 16a) although they have
almost the same band parameters. Their phase

Figure 15. Kanoda’s experimental phase diagram of
κ-ET2X57,58 (courtesy of K. Kanoda).

Figure 16. Experimental phase diagram of λ-BETS2X with (a) X ) GaCl4-yBry (Reprinted with permission from ref 63.
Copyright 1999 The American Chemical Society.); (b) X ) FeCl4-yBry (Reprinted with permission from ref 64. Copyright
1998 The American Physical Society.); and (c) X ) FexGa1-xCl4-yBry. The phase diagram on the plane of (external) pressure,
P, and temperature, T, for X ) FeCl4 is shown together in the inset. Triangles in (a) and open squares in (b) correspond
to the resistivity maxima and are not phase boundaries. In (a), the diamonds show the temperature where the magnetic
susceptibility shows a maximum, where NMI stands for the postulated nonmagnetic insulating state. In (b), in the AF
insulating phase, simultaneous AF and MI transition takes place in the region (I), while the two become separate in the
larger y-region. The direction of the magnetic easy axis differs between the regions (II) and (III), which suggests the change
in the degree of the π-d coupling. In (c), SC, AFI, and AFM stands for superconducting, antiferromagnetic insulating, and
antiferromagnetic metallic phases, respectively.
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diagram is shown in Figure 16b,64 where by increas-
ing y the concomitant MI and AF transition at y ) 0
branches into two different second-order transition
lines. The region corresponding to the higher effective
pressure than y ) 0 is studied by actually applying
external pressure to the X ) FeCl4 sample, whose
phase diagram is shown in the inset of Figure 16. It
turned out to be metallic even under the AF ordering
of Fe spins below some temperature,65 and at lower
temperatures, the SC phase sets in coexisting with
AF ordering of the anions.66 This metallic region is
similar to κ-BETS2FeY4 compounds mentioned above.

Furthermore, Tanaka et al.67 succeeded in synthe-
sizing a series of mixed crystals of the Ga- and the
Fe-containing systems, with X ) FexGa1-xCl4-yBry.
The experimental phase diagram is shown in Figure
16c, where one can see that the electronic properties
of two families, Ga- and the Fe-containing systems,
are smoothly connected to each other.

The Fe-containing samples show a special SC state
in the presence of strong external magnetic field, first
found in X ) FeCl4 when H ) 18-41 T is applied
exactly parallel to the conducting plane, called the
field-induced SC state.68 The H-T phase diagrams
for X )FexGa1-xCl4 revealed by Uji et al. are shown
in Figure 17,69 for different values of x (the H ) 0
properties are those along the x axis in Figure 16c),
where one can see that the value of H necessary to
attain the field-induced SC is a monotonic function
of x and the SC phase at high H in X ) FeCl4 is linked
to the zero field SC phase in X ) GaCl4.

3.3.5. R-Type

There exist two characteristic members in this
family based on ET molecules, R-ET2I3 and R-ET2M

Hg(SCN)4. In the case of R-ET2I3, the temperature
dependence of F shows a sudden increase below
around 130 K70,71 accompanied by a sharp drop of ø,72

as shown in Figure 18. Other R-ET2X salts with X )
I2Br, IBr2, Cu(NCS)2, etc., and some of the R-BETS2X
also show similar physical properties which can be
categorized into the same group, where the BETS
compounds have lower MI transition temperatures
than the ET compounds.43 On the other hand, in the
case of mercury containing R-ET2M Hg(SCN)4 with
M ) K, Rb, Tl, and NH4, metallic ground states are
generally stabilized; depending on the ratio of lattice
constants in the 2D ET plane, either a SC ground
state or a density-wave-like anomalous state have
been observed at low temperatures.73 These two
groups have been known from more than 15 years;
however, the cause of the MI transition in R-ET2I3
has not been understood until recently (see section
5.2), and the anomalous state in R-ET2M Hg(SCN)4
is still not yet fully understood, despite numerous
experimental as well as theoretical studies.

4. Electronic Structures and Classification of A2B
Compounds

To understand systematically the various electronic
properties found in the previous section, consider-
ations on the band structure of each compound and
its classification are crucial. They will provide a clear
starting point for the description of the electronic

Figure 17. Experimental phase diagram of λ-BETS2X
with FexGa1-xCl4 under high magnetic field. PM, AFI, and
S denote the paramagnetic metallic, antiferromagnetic
insulating, and superconducting phases, respectively. (Re-
printed with permission from ref 69. Copyright 2003 The
Physical Society of Japan.)

Figure 18. (b) Electrical resistivity, F (Reprinted with
permission from ref 71. Copyright 2000 The Physical
Society of Japan.), and (b) magnetic susceptibility, ø
(Reprinted with permission from ref 72. Copyright 1986
The American Physical Society.) of R-ET2I3 under various
values of hydrostatic pressure.
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states before considering the electron correlation and
other effects discussed in the subsequent sections.

4.1. DCNQI2X
In this family, DCNQI molecules are arranged in

1D arrays, which are coupled three-dimensionally
through X atoms. The LDA band structure in the case
of (DMe-DCNQI)2Li is shown in Figure 19a, which
is typical for the X ) Ag, Li systems8,9 The energy
levels near the Fermi level for such X ) Li, Ag
compounds can be reproduced essentially by the
tight-binding fitting with the values of the intrachain
and interchain transfer integrals, t ) 0.15-0.25 eV
and t⊥ ) 0.01-0.03 eV, respectively, which depend
on the family members.9 This band is constructed by
the π orbital of DCNQI molecules and well separated
in energy from the orbitals of Ag or Li, and then if
we neglect the smaller t⊥, the π band is a simple 1D
quarter-filled band as was shown in Figure 2b.

In DCNQI2Cu, by contrast, the π orbital and the d
orbital are close to each other in energy and hybrid-
ize, which results in a complicated band structure
as can be seen in Figure 19b,8,9 where the LDA band
structure of (DMe-DCNQI)2Cu is shown. There,
electrons are transferred from the Cu dxy orbital to
the DCNQI π band, which results in the average
valence of nearly (DCNQI 2/3-)2Cu4/3+, so that a filling
close to 1/3 in the π band and 5/6 in the dxy orbital is
realized. Here, dxy orbital is well separated from other

dyz and dzx orbitals due to the crystal field effects from
the tetrahedron of surrounding N atoms of DCNQI
under Jahn-Teller distortion.11 The degree of distor-
tion affects the dxy level, and presumably the amount
of charge transfer, as well.

4.2. TM2X
The spatial arrangement of the TM molecules in

TM2X is shown in Figure 20, where the values of
transfer integrals estimated by the extended Hückel
approximation are about 10 times larger in the
stacking direction than in the interchain direc-
tion.39,74 This results in an open Fermi surface as
shown in Figure 21a with a good nesting condition.
There are two TM molecules in the unit cell with a
slightly dimerized structure, leading to a band struc-
ture with two HOMO bands near the Fermi energy,
as shown in Figure 21b. The schematic representa-
tion of the band structure of a 1D dimerized chain
but without interchain transfer is shown in Figure
21c. The larger the dimerization, the more the two
bands split, and then a gradual crossover happens
in an effective way from the 3/4-filling of the two
bands as a whole toward the half-filling of the upper

Figure 19. Results of LDA band structure calculations
for (a) (DMe-DCNQI)2Li and (b) (DMe-DCNQI)2Cu. (Re-
printed with permission from ref 8. Copyright 1995 The
American Physical Society.)

Figure 20. Spatial arrangement of TM molecules in
TM2X, where elongated circles represent TM molecules.
The transfer integrals calculated by the extended Hückel
scheme are shown for TMTSF2BF4.74

Figure 21. (a) Fermi surface and (b) tight binding band
structure calculated by extended Hückel scheme for
TMTSF2X (Reprinted with permission from ref 74. Copy-
right 1982 The Chemical Society of Japan.), and (c)
schematic representation of the 1D band structures with
and without dimerization (the case without dimerization
is the same as Figure 2a).
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band. This is in contrast to the case of DCNQI2X with
X ) Ag and Li as seen in section 4.1, which has a
single quarter-filled band free from dimerization.

4.3. Two-Dimensional Systems: ET 2X and
BETS2X

The anisotropy of transfer integrals for each poly-
type of this families is shown in Figure 22, where
the corresponding values of transfer integrals esti-
mated by the extended Hückel approximation are
given in Tables 2-6. The θ-type structure with two
molecules in a unit cell is the simplest; there are only
two different transfer integrals, uniform along each
direction. In the case of the â-type structure similarly
with two molecules per unit cell, however, the
transfer integrals are not uniform, i.e., an alternation
exists in two directions with resultant five transfer
integrals. (TM2X discussed in section 4.2 belongs to
this â-type structure as seen in Figure 20.) On the
other hand, in κ- and λ-type structures with four
molecules in a unit cell, it is seen that there exists a
particular transfer integral with large absolute value.

The pairs of molecules connected by this large
transfer integral can be considered as dimers. Re-
flecting these differences, the band structure of each
polytype has characteristic feature as shown in
Figure 23, where the resultant Fermi surface is also
shown together.

The first attempt to find out relationships between
different polytypes was carried out by Kino and

Table 2. Transfer Integrals for θ-ET2X Calculated by the Extended Hu1 ckel Scheme in Units of 10-2 eVa

X TlZn TlCo Cu2 Cd0.66 RbZn RbCo CsZn CsCo I3 Au(CN)4

p 9.55 10.0 7.94 -7.7 9.4 9.9 10.8 10.6 11.7 4.2 2.43
c -4.7 -4.8 -3.0 -3.5 -2.4 -3.3 -1.0 -0.49 2.2 6.4 6.28
a Those for X ) MM′(SCN)4 (M ) Tl, Rb, Cs, M′ ) Zn, Co),79,80 Cd0.06(SCN)2,79 and Cu2(CN)[N(CN)2]2,81 are indicated as MM′,

Cd0.06, and Cu2, respectively. For θ-ET2I3, the values by two different groups are shown; Mori82 (left) used the semiempirical
parameters including the 3d orbitals of the sulfer atom, whereas Kobayashi83 (right) excluded the 3d orbitals. Those for
θ-DIETS2Au(CN)4

84 are also shown as Au(CN)4.

Table 3. Transfer Integrals of â-ET2X Calculated by
the Extended Hu1 ckel Scheme in Units of 10-2 eV85 a

X I3 I2Br ICl2(â′) AuCl2(â′) AuBr2(â′′)
p1 -24.5 -23.9 -27.2 -26.4 9.6
p2 -8.4 -8.9 1.6 2.0 8.7
q1 -12.7 -12.5 -6.6 -10.0 1.5
q2 -6.8 -6.7 -10.0 -6.5 6.5
c 5.0 5.2 -1.6 -2.3 15.0

a The sub-families, â′ and â′′, are indicated in the parenthesis.

Figure 22. Schematic representation of the geometry of
transfer integral between molecules in the unit cell for
different polytypes of ET2X and BETS2X. The values of the
transfer integrals are in Tables 2-6.

Table 4. Transfer Integrals of K-ET2X Calulated by the
Extended Hu1 ckel Scheme in Units of 10-2 eV, Given
by Different Groups, (a),86 (b),87 and (c)88 a

(a)

X h8-Cl h8-Br Cu(NCS)2

A -27.3 -26.5 -27.2
B -10.4 -9.8 -11.1
p -10.5 -10.9 -11.9/10.5
q 3.9 3.8 1.8/-3.1

(b)

X d8-Cl h8-Cl h8-Br

A -30.42 -30.06 -28.50
B -11.45 -11.48 -10.62
p -10.94 -11.07 -11.36
q 4.27 4.24 4.00

(c)

X Cu(NCS)2 I3

A -25.7 -10.92
B -10.5 -2.46
p -11.4/10.0 -5.05
q 1.7/2.9 1.85

(d)

X FeBr4
K FeCl4

K FeCl4
M

A -23.90 -24.27 -11.83
B -8.253 -9.735 -7.34
p 3.598 2.067 5.68
q -0.282 -1.445 -2.66

a In (d), those of κ-BETS2X are shown where those calculated
by Kobayashi89 and Mori82 are indicated by the superscripts
“K” and “M”, respectively.

Table 5. Transfer Integrals of λ-BETS2X Calculated by
the Extended Hu1 ckel Scheme in Units of 10-2 eVa

X GaCl4
K FeCl4

K FeCl4
M

A -27.38 -27.74 -13.39
s -4.896 -5.07 -11.93
t -0.654 -0.391 -1.93
C -8.041 -8.29 -12.41
B -11.14 -11.51 -10.58
p 2.058 1.79 1.93
q 4.011 3.785 5.28
r -3.429 -3.69 -5.38

a Those by Kobayashi89 and Mori82 are indicated by the
superscripts “K” and “M”, respectively.

Electronic Properties in Molecular Solids Chemical Reviews, 2004, Vol. 104, No. 11 5017



Fukuyama.12,75 They proposed a generic model for
ET2X with four molecules in the unit cell which could
approximately represent both κ- and R-type in Figure
22, by making some simplifications to emphasize the
role of two particular important transfer integrals.
In the κ-type structure the degree of dimerization
represented by |tA| (see Table 4) is crucial to under-
stand their electronic properties, and when |tA| is
large the electronic structure is found to be well
reproduced by regarding each dimer as a lattice site.76

On this basis, an effectively half-filled “dimer model”
on an anisotropic triangular lattice had been intro-
duced,76 on which the subsequent investigations are
based57,77 (see section 6.1). In the R-type structure,
the transfer integral tp1 (see Table 6), which is the
one that varies most among different members of this
family, is regarded as a key parameter that controls
the degree of overlap between upper two bands.

However, this simplified model of Kino and Fuku-
yama has limitations in that the oversimplification
on the transfer integrals other than tA and tp1 could
not reconcile with the more generic parametrization
to classify systematically the difference between

many other different polytypes. Therefore, Hotta78

proposed another model that could classify all the
polytypes in Figure 22. In this model, any simplifica-
tion or specification of the original transfer integrals
is not made, except taking the limit of large dimer-
ization for the κ- and λ-type structures, i.e., consider-
ing dimer models for these two polytypes. Then the
polytpes can be devided into two groups; one is the
θ- and â-type compounds with two molecules in the
unit cell and the other is the strongly dimerized κ-
and λ-type compounds with four. Then 3/4-filled
models for the former and the half-filled dimer
models for the latter again becomes the anisotropic
triangular shape, as shown schematically in Figure
23. We see that the models for the θ- and κ-type
structures have two kinds of transfer integrals (t, t1′
) t2′ ) t3′ ) t4′ ≡ t′), whereas for the â- and λ-type
structures they have five different ones (t, t1′ ∼ t4′).

The R-type structure not included in Figure 23 has
some complications within such picture; there are two
different categories represented by R-ET2I3 and
R-ET2M Hg(SCN)4, which we call R-I3-type and R-M
Hg-type, respectively. In the former, two transfer
integrals, tp3 and tp4, are significantly larger than the
others, as seen in Table 6, whereas in the latter case,
four transfer integrals tp1 ∼ tp4 all have similar
magnitude, as shown schematically in Figure 24
together with their band structures and Fermi sur-
faces.

The features of the band structures all together will
be summarized in the following.

1. In θ- and â-type structures, there are two bands
in the Brillouin zone since there are two molecules
in the unit cell, and the Fermi level is located in the
higher band.

Table 6. Transfer Integrals of r-ET2X Calculated by
the Extended Hu1 ckel Scheme in the Units of 10-2

eV90,91

X KHg(SCN)4 I3

c1 -1.9 -3.0
c2 -6.8 -4.9
c3 1.1 1.8
c4 1.4 1.8
p1 10.0 2.3
p2 9.7 6.2
p3 -13.3 14.2
p4 -13.2 12.3

Figure 23. Relationship between different polytypes in 2D molecular solids based on the anisotropic triangular lattice
shown in the center.
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(a) In θ-type, there is a degeneracy of the two bands
along the Brillouin zone boundary and then these two
bands are not separated. Hence, the bands as a whole
are considered to be 3/4-filled.

(b) In â-type, the degeneracy of the energy bands
along the Brillouin zone boundary is lifted due to the
nonuniform values of neighboring transfer integrals.
If the band splitting at the zone boundary is not
appreciable, these bands are effectively 3/4-filled.
However, if this splitting is large compared to the
bandwidth of each band, the higher band is solely
regarded as effectively half-filled.

(c) The sub-families of â-type structures found in
the actual solids, â-, â′-, and â′′-types, have different
degree of anisotropy among their five transfer inte-
grals; in the â′-type structure, there is a significantly
large transfer integral, tp1, whereas in the â′′-type
structure, the transfer integral in one direction, tc,
has a large value. Such anisotropy is reflected in their
band structures as shown in Figure 25, where they
are classified according to the degree of band split-
ting. â′′-type has the smallest degree of band splitting
where both of two bands cross the Fermi level, but
only the highest band does in â-type with modest
band splitting, and in â′-type the band splitting
becomes the largest. Therefore, a gradual crossover
happens as θ f â′′ f â f â′, from the 3/4-filled to
half-filled in an effective way. This is in analogy with
the 1D case explained in Sec. 4.2 for DCNQI2X (X )
Ag, Li) and TM2X families, where the dimerization
along the chain direction results in the band splitting
(see Figure 21c).

2. In κ- and λ-type structures, there are four bands
in the Brillouin zone reflecting four molecules in the
unit cell, which are grouped into two with clear
energy separation. This grouping is due to the strong
dimerization, in which case two groups can be treated
independently as a first approximation. The upper
two bands consisting of antibonding dimer orbitals
have similar energy dependences in the Brillouin
zone to those of the θ- and â-type structures, respec-
tively. This indicates that dimers in κ- and λ-type
structures play similar roles to those of molecules in
θ- and â-type structures, respectively.

(a) In the case of κ-type, the effective transfer
integral between dimers is uniform along each direc-
tion and the partially degenerate bands of antibond-
ing orbitals is considered to be half-filled as a whole.

(b) In the case of λ-type, depending on the degree
of the lifting of the degeneracy of upper two bands
along the zone boundary, the system is gradually
transformed from half-filling to complete filling (band
insulators) in the presence of the large splitting.

3. It turns out that there are variations in the
R-type structure.

(a) In the case of R-I3 type, only if the two large
transfer integrals, tp3 and tp4, are taken into account,
a zigzag chain structure is formed. The four bands
are essentially separated with completely filled three
bands and an empty single band, and then a band
insulating state is expected. In reality, a semimetallic
state with small pockets is realized due to the small
modifications of the band structure coming from
other transfer integrals.

(b) In the case of R-MHg-type, four transfer inte-
grals, tp1 ∼ tp4, have similar absolute magnitudes. The
larger values of tp1 and tp2 compared to R-I3 type lead
to appreciable overlap between the upper two bands.
The difference between the two R-type structures
regarding the degree of band splitting is just the
same as the case of κ- and λ-type ones. What differs
is that the dimer structure is absent in the R-type
structures, then the separation between upper two
and lower two bands are not large.

All these features of band structures depending on
polytypes can be expressed as those of density of
states as schematically shown in Figure 26; the
polytypes are categorized into three groups as, two-
band systems (θ, â), four-band systems without
dimerization gap (R), and four-band systems with
dimerization gap (κ, λ). Within each group, the
polytypes are classified according to the degree of
band splitting which characterizes the nature of their
one-particle state. This can be formulated more

Figure 24. Simplified 2D plane of (a) R-ET2M Hg(SCN)4
and (b) R-ET2I3, together with their band structures and
Fermi surfaces.

Figure 25. Band structures and Fermi surfaces of three
sub-families in â-type.
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explicitly by the transfer integrals in the anisotropic
triangular lattice model in Figure 23.78 The transfer
integrals of each polytype in Figure 22 are mapped
to those of the anisotropic triangular lattice (t, t′1 ∼
t′4) as in Table 7.

In the following sections, starting from the non-
interacting band structures explained in this section,
theoretical understandings of the physical properties
of A2B systems mainly at low temperarures are given
by introducing the electron correlation and other
effects. More detailed experimental information
(mostly recent one) than in section 3 is also provided
for some specific topics.

5. Charge Ordered States
The CO state, which is one of the limiting cases

realized in quarter-filled system as mentioned in

section 2.2, is recently found to be ubiquitous in A2B
systems. The first clear experimental observation of
CO in quarter-filled molecular crystals was given in
the NMR measurement on (DI-DCNQI)2Ag per-
formed by Hiraki and Kanoda.92 On the other hand,
independently, Seo and Fukuyama15 predicted the
existence of CD among molecules in another system
TMTTF2X, which are the members of the well-studied
family of the Bechgaard salts. Afterward, the CO
phenomenon has been extensively investigated hand
in hand both experimentally and theoretically, and
it turned out that CO frequently exists not only in
such quasi-1D compounds but also in quasi-2D
compounds as well.

In these cases, the crucial roles of Coulomb inter-
action, especially the long-ranged interaction, have
been recognized through different theoretical studies
on the extended Hubbard model in eq 1. In this
section, we first review each system where CO was
found and introduce main theoretical studies re-
ported so far to understand them. We also point out
some new problems associated with CO.

5.1. One-Dimensional Systems
We first explain CO states in 1D systems where

experiments were first performed and comprehensive
theoretical studies have been carried out motivated
by the experiments.

5.1.1. Charge Order in DCNQI2X and TMTTF2X

In DCNQI2X (X ) Li, Ag) and TMTTF2X, inter-
chain transfer integrals are about 10 times smaller
than the intrachain ones as we have seen in sections
4.1 and 4.2. Then the 1D version of eq 1 can be
applied as the effective model as a first approxima-
tion

where the band filling is a quarter in terms of
electrons and holes, for DCNQI and TMTTF com-
pounds, respectively, which are equivalent in the case
of eq 2. Here ∆d is the degree of dimerization, which
is absent in DCNQI2X,9 whereas ∆d )0.1-0.05 in
TMTTF2X according to the extended Hückel calcula-
tions.39

The case ∆d ) 0 in eq 2, i.e., the 1D extended
Hubbard model, has been studied from early days.
Its ground state phase diagram obtained first by Mila
and Zotos93 using the numerical Lanczos exact di-
agonalization method is shown in Figure 27, where
the metallic Tomonaga-Luttinger (TL) liquid phase
and an insulating phase compete with each other.
The insulating state is stabilized in the large U/t and
V/t region, which is due to the Wigner crystal-type
CO state.

It is noteworthy that the mean-field (MF) ap-
proximation to eq 2

Figure 26. Relationship between different polytypes in
2D molecular solids. Density of states are shown schemati-
cally to understand intuitively the meaning of band split-
ting. Polytypes are classified into three groups; those with
only two bands, with four bands but without dimerization,
both with four bands and with dimerization, from top to
bottom, respectively. In the limit of large band splitting,
the latter two systems are expected to become a band
insulator.

Table 7. Relationships between Transfer Integrals of
the Original Polytypes and Those of the Anisotropic
Triangular Lattice in Figure 23, t, t′∼t′4

θ â κ λ R

t tc tc tB/2 2(tp + tq - tr) tp1/2, tp2/2
t′1 tp tp1 (tp - tq)/2 ts (tp1 - tc1)/2
t′2 tp tp2 (tp - tq)/2 tt (tp3 - tc3)/2
t′3 tp tp3 (tp - tq)/2 tC (tp2 - tc2)/2
t′4 tp tp4 (tp - tq)/2 tB (tp4 - tc4)/2

H ) ∑
i
∑

σ
(t(1 + (- 1)i∆d)ci,σ

† ci+1,σ + h.c.) +

∑
i

Uni vni V + ∑
i

Vnini+1 (2)

niσniσ′ f 〈niσ〉 niσ′ + niσ〈niσ′〉 - 〈niσ〉〈niσ′〉 (3)
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provides a physical view of the ordered ground state
in the compounds. The results show that when V
exceeds a critical value, Vc, CD among sites with
alternating “charge-rich” and “charge-poor” sites ap-
pears whose amount increases as a function of V, in
accordance with the numerical study above. Besides,
AF ordering between spin moments on the charge-
rich sites appear as shown in Figure 28.15 We must
be careful that the quantum fluctuations are com-
pletely ignored in the MF calculations; the AF order-
ing seen above is actually destabilized but remains
as fluctuations in numerical studies.93,94 Neverthe-
less, in the actual compounds with appreciable in-
terchain transfer integrals, AF long range ordering
shows up at low temperatures as we will see later,
in accordance with MF calculations for the ground
state.

Equation 2 with ∆d * 0 was first examined to
investigate the AF phase of TMTTF2X within the MF
approximation.15 (Studies with ∆d * 0 existed before
but only for V ) 0.95) The results show that, by
increasing the value of V at a fixed value of U, an
AF state between dimers (spin pattern along the
chain direction is [v v V V]) with uniform charge
density, interpreted as the DM insulating state, turns
into a state both with CD and with spatial modula-
tion of spin density as shown schematically in Figure
29. This state is also a kind of a CO state, but may
be viewed as a coexistent state of the CO state and
the DM state because of finite ∆d.

Theoretical works to understand the effects of
quantum fluctuations in eq 2 with ∆d * 0 have
recently been carried out numerically as well as
analytically. The phase diagram obtained by numer-
ical calculations on the plane of U and V for a fixed

value of ∆d is shown in Figure 30a,96 where the
metallic phase at ∆d ) 0 (see Figure 27) is now
replaced by the DM insulating phase, although a
phase with Wigner crystal-type CD is still present
in the large U and V region, which is the coexistence
phase of CO and DM consistent with the MF study
above. The AF ordering in MF calculations is desta-
bilized in these calculations due to the quantum
fluctuations, as in the ∆d ) 0 case.

Studies based on the bosonization scheme have
been carried out by Yoshioka et al.,97,98 which is
suitable for understanding 1D systems analytically
where quantum fluctuations play important roles.99

They made direct correspondence between eq 2 and
the effective Hamiltonian expressed by phase vari-
ables, i.e., the phase Hamiltonian, represented as

Figure 27. Ground-state phase diagram on the plane of
U/t and V/t of the 1D extended Hubbard model. I, M, and
SC denote the insulating (charge-ordered), metallic, and
superconducting states, respectively. (Reprinted with per-
mission from ref 93. Copyright 1993 EDP Sciences.)

Figure 28. Schematic representation of the mean-field
ground state of 1D extended Hubbard model with ∆d ) 0
in the charge ordered state. The size of the circle and the
arrows represent the charge density on each site and the
spin moment, respectively.

Figure 29. Schematic representation of the mean-field
ground state of 1D extended Hubbard model with ∆d * 0
in the charge ordered state. The size of the circle and the
arrows represent the charge density on each site and the
spin moment, respectively.

Figure 30. Ground-state phase diagrams of the 1D
extended Hubbard model with ∆d * 0. In (a), the CO phase
boundary for ∆d ) 0 (squares), 0.052 (circles), and 0.194
(triangles) for a 16 sites system in a cluster mean-field
calculation is shown, where t2 ) t(1 + ∆d). (Reprinted with
permission from ref 96, Copyright 2001 The American
Physical Society.) In (b), the phase boundary for ∆d ) 0
(dotted line) and 0.001 (solid line) calculated by the
renormalization group method to eq 4 is shown. (Reprinted
with permission from ref 98, Copyright 2001 The Physical
Society of Japan.)
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Here, θ+ and φ+ are the phase variables associated
with the local density fluctuations of charge and spin
with long wavelength, respectively, and Πθ ) -∂xθ-/
2π and Πφ ) -∂xφ-/2π are the corresponding ‘canoni-
cal momenta’ which satisfy [θ+(x),Πθ(x′)] ) iδ(x - x′)
and [φ+(x),Πφ(x′)] ) iδ(x - x′). HF and Hσ describe the
“charge part” and the “spin part” of the TL liquid,
which is a characteristic metallic state in the inter-
acting 1D systems, where (vF, KF) and (vσ, Kσ) are the
so-called TL parameters for each part, respectively.
The coupling constants for the half-filled as well as
the quarter-filled Umklapp scattering terms are
calculated perturbatively from the weak-coupling
regime as97,98

where a and vF are the lattice constant and the Fermi
momentum, respectively. Through the renormaliza-
tion group treatment on eq 4, the high energy part
of this Hamiltonian is integrated out to describe low
energy excitations whose nature is determined by the
terms giving the largest renormalized coupling con-
stants. The g1/2 term is finite only when ∆d * 0 and
produces the DM insulating state as has been pointed
out by Emery.100 On the other hand, the g1/4 term
induces the Wigner crystal-type CO state, as has
been discussed earlier by different authors who
introduced it phenomenologically.101 These two terms,
g1/2 and g1/4, compete with each other to open a charge
gap. The phase diagram by this procedure is shown
in Figure 30, which is consistent with the phase
diagrams obtained by numerical calculations shown
in Figures 27 and 30a.

Let us now turn to the experimental studies on the
CO state in these 1D compounds, which was
first detected in the 13C-NMR line shape in
(DI-DCNQI)2Ag,92 as shown in Figure 31. The reso-
nance line at high temperatures splits into two at
around 200 K upon cooling, where the electrical
resistivity, F, changes its slope as seen in Figure 5
and in the derivative of the Arrhenius plot, i.e., in
d(ln F)/d(1/T) curve.102 This was assigned to the

emergence of two kinds of molecular sites with
different charge densities, i.e., CD among the mol-
ecules which were all uniform at high temperatures,
whose charge pattern is the Wigner crystal-type one
as confirmed by X-ray diffraction measurements.103

At a lower temperature of about 5 K, AF order sets
in, which is the one among the localized spins on the
“charge rich” sites.30,92

On the other hand, the localized state of the
TMTTF compounds in the low-temperature region
was believed to be due to the DM insulating state
for a long time.38,100 However, on the basis of 1H-NMR
measurements, Nakamura et al.104 proposed a spin
pattern [v 0 V 0] along the chain direction, which is
different from that expected from the DM state,
[v v V V]. This lead to the theoretical proposal that
CD exists in this compound, where the spin pattern
becomes consistent with the 1H-NMR analysis if the
degree of CD is large enough (see Figure 29).15 The
existence of CO is now widely confirmed in TMTTF
compounds; its first clear observation was by 13C-
NMR105 where the resonance line splits into two as
in (DI-DCNQI)2Ag, and also by low-frequency dielec-
tric measurements.106 As a matter of fact, a trace of
the transition had already been found earlier and
was called “structureless transition” as noted in
section 3.2, including the dielectric measurement at

H ) HF + H Umklapp + Hσ (4)

HF )
vF

4π ∫ dx{ 1
KF

(∂xθ+)2 + KF(∂xθ-)2} (5)

H Umklapp )

-g1/2 ∆d ∫ dx sin 2θ+ + g1/4 ∫ dx cos 4θ+ (6)

Hσ )
vσ

4π ∫ dx{ 1
Kσ

(∂xφ+)2 + Kσ(∂xφ-)2} (7)

g1/2 ∝ U -
1 - ∆d

2

1 + ∆d
2

a2

2πvF

×

∫ dæ ( ∑
ε)(1[2 + 2x1 + ε

1 - ∆d
2

1 + ∆d
2
cos æ])U(U - 2V)

t

(8)

g1/4 ∝ U2(U - 4V)/t2 (9)

Figure 31. Observation of charge ordering in (DI-DCNQI)2-
Ag by means of 13C-NMR. The resonance line is shown for
different temperatures, where the charge disproportion-
ation is seen to set in around 200 K. (Reprinted with
permission from ref 92. Copyright 1998, The American
Physical Society.)
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6.5 GHz,41 although its origin was unknown at that
time. It is noteworthy that recently the dielectric
constant at very low frequency down to 100 Hz is
found to show a Curie-Weiss behavior and to diverge
at a temperature similar to the temperature where
the NMR line starts to split,106 which indicates that
ferroelectricity is generated by the CO. This is
considered to be due to the coexistent state of
dimerization and CO shown in Figure 29, which
possesses a macroscopic polarization if the pattern
of the CD is in-phase for all TMTTF chains in the
crystal.

The CO state in TMTTF compounds is quite fragile
against external pressure. In TMTTF2AsF6, with the
CO transition temperature of 100 K and where the
SP state exists below 10 K,105 the CO state is
destabilized within 0.15 GPa and is transformed into
the DM state while the SP state remains stable,107

as shown in Figure 32. On the other hand, TMTTF2-
SbF6 shows a higher CO transition temperature of
150 K at ambient pressure with AF ground state
coexisting with the CO, where the CO state is again
destroyed under pressure of about 0.6 GPa.108 There,
magnetic properties at the ground state behave as
AF f SP upon increase of pressure and extended
version of the phase diagram in Figure 10 is sug-
gested,108 showing a re-entrant behavior for the
ground state properties of the TMTTF salts as AF f
SP f AF. This is unexpected when one considers the
effect of pressure to increase the interchain transfer
integral (and consequently the interchain exchange
interaction), as has been discussed in Figure 10, since
this should result in the stabilization of the AF state
over the SP state,109 opposite to what is seen in
TMTTF2SbF6 at low pressure. Such complex behavior
suggests that the electronic properties of the TMTTF2X
compounds, and certainly the family of TM salts
altogether, needs further investigations and recon-
siderations; it is crucial to understand the role of the
CO states on their properties in more detail by
pursuing systematic investigations of the roles of
long-range Coulomb interactions, interchain transfer

integrals, and couplings to the lattice degrees of
freedom discussed in the next subsection.

By applying pressure further, the interchain trans-
fer integrals increase and become important in the
TMTSF side of Jérome’s phase diagram, where a
dimensional crossover occurs.110 There, a metallic
state is realized, which is unstable toward the SDW
state due to the nesting of the Fermi surface below
around 10 K where the on-site Coulomb interaction
U plays a main role. In such a weakly interacting
regime, MF treatment of the 2D (quasi-1D) Hubbard
model including the interchain transfer integrals
successfully describes their properties even at finite
temperatures, including the field-induced SDW phe-
nomenon widely observed in TMTSF2X.2

Recently, an experiment measuring the pressure
effect on (DI-DCNQI)2Ag has disclosed that the CO
state is suppressed also in DCNQI family but not so
sensitively as in the TMTTF series, as seen in Figure
33.102 An unexpected finding is the change of the
order of phase transition, from a second order at low
pressure to a first order at high pressure. Moreover,
it is found that the resisitivity, F, in the metallic state
realized near the complete suppression of CO obeys
T 3-law indicating the onset of new type of liquid state
whose cause is not understood at present. The
pressure is naively expected to increase the value of
the interchain transfer integrals as in the case of
TM2X; however, the origin of the different properties
observed in these two families is still to be examined.

5.1.2. Electron−Phonon Interaction

Up to now, we have considered only the effects of
electron-electron Coulomb interaction and neglected
the electron-phonon interaction. However, it is
known that the electron-phonon interaction plays
important roles as well, particularly in 1D com-
pounds, and as a matter of fact, it affects the
electronic properties of DCNQI2X and TMTTF2X we
have seen in section 5.1.1. One important effect of
the electron-phonon interaction is to introduce the
spontaneous dimerization in the originally nondimer-
ized system leading to the DM state, as has been
observed in many compounds including several
DCNQI2X (see refs 1 and 30). In DCNQI2X (X ) Li,
Ag), the origin of the insulating behavior is either

Figure 32. Pressure-temperature phase diagram of
TMTTF2AsF6. CO and SP denote the charge ordered and
spin-Peierls states, respectively, whereas CO&SP is the
coexistent state of these two. (Reprinted with permission
from ref 107. Copyright 2002 The American Physical
Society.)

Figure 33. Pressure-temperature phase diagram of
(DI-DCNQI)2Ag102 (courtesy of T. Itoh and K. Kanoda).
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the CO state as explained in the previous subsection,
or, such spontaneous DM state, where the lattice
dimerization occurs concomitantly with the crossover
to the insulating state. Another example of the effect
which the electron-phonon interaction brings about
is the SP state, also frequently observed in quarter-
filled molecular solids. When a nonmagnetic state
that emerges upon cooling below the MI phase
transition temperature is accompanied by the lattice
distortion of a period of four molecules (tetramization)
in the chain direction, it is usually interpreted as a
SP state.

To study theoretically the effects of the electron-
phonon interaction in the quarter-filled 1D system,
let us consider a model including the so-called
Peierls-type or Su-Schrieffer-Heeger-type electron-
phonon interaction, which modulates the transfer
integrals in eq 2 as

This will be called the extended Peierls-Hubbard
model. Here ui and K are the renormalized lattice
distortion between sites i and i + 1 and the elastic
constant, respectively. When the electron-electron
Coulomb interactions are weak, the conventional
CDW state (with a period of four molecules) due to
the Peierls instability is realized.99 In the strongly
correlated regime, however, two different kinds of SP
states compete with each other. In Figure 34, the
phase diagram for K ) 1 determined by Kuwabara
et al.111 using the numerical density matrix renor-
malization group method is shown on the plane of
U/t and V/t. The lattice distortions ui’s are treated
as classical values and determined self-consistently.
It is seen that there exist two kinds of coexistent state
in the strongly correlated regime as shown schemati-
cally in Figure 35; the coexistent state of DM and
SP which has already been known,112 and the one
with CO and SP which is newly found to be stabi-
lized. The former is relevant to SP compounds such
as MEM-TCNQ2 and TEA-TCNQ2 (see refs 1 and

112) and also to some of the DCNQI2X compounds
noted above, whereas the latter is relevant to TMTTF
compounds showing the SP transition at ambient
pressure.105,107

These SP states should be affected by the two(or
three)-dimensionality present in the actual com-
pounds. It is known that interchain exchange inter-
action would destabilize the SP state and bring about
the AF state.109 In fact, the experiments show that
pressure plays such a role, e.g., in Jérome’s phase
diagram for TM2X (Figure 10). However, systematic
understanding of the ground state properties between
various compounds has not yet been achieved either
theoretically or experimentally; the determining fac-
tor of which SP state is actually realized, and/or the
interplay between the CO and DM states in the
charge degree of freedom and the SP and AF states
in the spin degree of freedom, is not fully understood.

Finally, we comment that there is another type of
electron-phonon interaction, i.e., the Holstein-type
one, which modulates the on-site potential energy,
εi, with the cost of elastic energy

This interaction is due to the electron-molecular
vibration (so-called e-mv) coupling mode113 or due to
the coupling to the anion.114 It stabilizes the Wigner
crystal-type CO state and then may be considered to
enhance V effectively, although its energy scale is
smaller compared to not only the electron-electron
Coulomb interactions but also to the Peierls-type
electron-phonon interaction.

5.1.3. DCNQI2Cu

The DCNQI2X system with X ) Cu is quite differ-
ent from those with X ) Li, Ag as we have seen in
sections 3.1 and 4.1. Such unique features seen in
the phase diagram in Figure 6 are due to the π-d
hybridization bringing about a certain degree of
three-dimensionality, as disclosed first by Kobayashi
et al.11 In the metallic phase, the valence of Cu is
close to +3/4,115 and the apparently temperature
independent behavior of the magnetic susceptibility
ø seen in Figure 7 is recently found to consist of two
temperature-dependent components of π and d orbit-
als with AF and ferromagnetic fluctuations, respec-
tively.116

Figure 34. Ground-state phase diagram of eq 10 with K
) 1 determined by density matrix renormalization group
calculations.111 CO+SP, DM+SP, and CDW denote the
coexistence of CO and SP states, that of DM and SP states,
and weak-coupling CDW states, respectively.

HP-H ) ∑
i,σ

t(1 + ui)(ciσ
† ci+1σ + h.c.) +

K

2
∑

i
ui

2 + U∑
i

nivniV + V∑
i

nini+1 (10)

Figure 35. Schematic representation of coexistent state
of (a) DM and SP, and (b) CO and SP. The size of circles
and the thickness of bonds represent the charge density
on sites and the lattice distortions, respectively. The spin
singlet formation is schematically drawn by gray elipses.

H Holstein ) ∑
i

(εini +
K

2
εi

2) (11)
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On the other hand, in the insulating phase, the
3-fold periodic CD in the Cu chain appears as (Cu+

Cu+ Cu2+),35 which is compatible with the Peierls
transition in the 1/3-filled single π band.32 Vice versa,
the Peierls transition of the π band introduces a
periodic potential which makes the d band half-filled
leading to its Mott insulating state, and then this
charge localization is interpreted as a result of the
cooperative transition of these two mechanisms.117

Based on such a picture, the first-order nature and
the reentrant behavior of the MI transition seen in
Figure 6 is explained phenomenologically.118,119 An-
other theoretical study by the slave-boson approach
on the extended periodic Anderson model showed
that such reentrant first-order MI transition is found
to be realized in a certain range of the electron-
phonon coupling constant.120 We note that the 3-fold
CO state seen in the Cu sites is very different from
the CO state due to the intersite Coulomb interaction
as in the X ) Li, Ag systems. Theoretical calculations
indicate that the 3-fold insulating state is hardly
stabilized by the intersite Coulomb repulsions.121

An important effect of the external pressure is to
distort the tetrahedron of surrounding N atoms of
DCNQI further and then to shift the Cu dxy-level
upward by the crystal field effect, resulting in the
increase in the amount of charge transfer from the
d-level to the π-band, as shown schematically in
Figure 36a. There actually is an experimental indica-
tion32 as well as LDA first principle band calcula-
tion122 suggesting the increase of the amount of
charge transfer from Cu to DCNQI under pressure.

In iodine-containing compounds such as
(DI-DCNQI)2Cu and (BrI-DCNQI)2Cu, the sequences
of MI transition have been observed when stronger
pressure is applied as shown in Figure 8.36 In this
case, with the further increase of the amount of
chargetransferunderpressuretoward(DCNQI-)2Cu2+,
a Mott insulator with one electron per each Cu d

orbital is expected in the insulating phase at high
pressures.121 Then there should exist a metallic
region between these two different kinds of Mott
insulators, with the incommensurate filling of the π
band, which is presumably the one found experimen-
tally. The strong commensurability pinning effect
sustains the amount of charge transfer to keep the
π band 1/3- and 1/2-filled, and extend their respective
insulating regions along the pressure axis. It is
theoretically pointed out that this effect is controlled
by the interchain Coulomb interaction between d and
π orbitals, Vπ-d.121 Then, in the members without
iodine atom with presumably larger Vπ-d compared
to the iodine-contained salt, these two insulators
become next to each other and the intermediate
metallic phase does not exist, which is shown sche-
matically in Figure 36b.

5.2. Two-Dimensional Systems: ET 2X

The possibility of CO state in 2D ET systems was
first suggested theoretically in R-ET2I3 by Kino and
Fukuyama,12,123 who treated the Hubbard model, eq
1 with V ) 0; they found the existence of a slight CD
between the two columns along the stacking axis
shown in Figure 22 when the value of U is large. The
first experimental finding of the CO state in these
systems was by Miyagawa et al.124 using 13C-NMR
in another ET compound, θ-ET2RbZn(SCN)4. The
Hubbard model (without Vij) for this compound,
however, suggested a DM state due to slight dimer-
ization existing at low temperatures rather than a
CO state.125 Following these, Seo studied the ex-
tended Hubbard model with emphasis on the effect
of intersite Coulomb interaction, Vij, and found that
various CO states can be stabilized in the R-I3-type
structure as well as in the θ-type structure.126 Then,
CO was actually observed in R-ET2I3 as well by a 13C-
NMR study soon after those works,127 where the

Figure 36. Schematic representation of the pressure effect in DCNQI2Cu interpreted as due to the upward shift of the
dxy level. (a) change in the relative energy of the π band and the dxy level and (b) the resulting phase diagram as functions
of energy of the dxy level and the interchain Coulomb interaction between π and d electrons, Vπ-d, are given.
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charge pattern was in accordance with the one
suggested by the theoretical considerations.126

In these theoretical studies, the anisotropy in the
transfer integrals is fully taken into account for each
structure shown in Figure 22.123,126 We note that the
θ-type structure turns into a slightly dimerized
structure called θd-type, as shown in Figure 37, below
the structural phase transition accompanied by the
MI transition.47 The MF calculation based on eq 3 to
the extended Hubbard model for the θ-type, θd-type,
and R-I3-type structures all show the stabilization of
CO when the value of intersite Coulomb repulsion
Vij is appropriately chosen as ∼U/4. In these calcula-
tions, two kinds of values for Vij are assumed: the
ones along the bonds in the stacking direction, Vc,
and those in the inter-stack direction, Vp, which
should take similar values judging from the inter-
molecular distances.14 Three kinds of CO states with
different charge patterns, as shown in Figure 38, are
generally found as self-consistent solutions which are
called “stripe-type” CO states. These states can be

considered as extensions of the Wigner crystal-type
CO in 1D systems seen in section 5.1.1 to the 2D
triangular lattice systems.

In the case of the θd-type structure, stripe-type CO
states as shown in Figure 39 are stabilized depending
on the relative values of the intersite Coulomb
interactions. On the other hand, in the case of R-I3-
type structure, stripe-type CO states as shown in
Figure 40 are shown to be stabilized. However, the
energies of all these stripe-type CO states in the MF
calculation turned out to be very close to each other
and sensitive to the value of intersite Coulomb
energies as well as to the degree of anisotropy of
transfer integrals. Therefore, it is hard to conclude
the charge pattern realized in the actual compounds
solely from the MF results.

Figure 37. Schematic illustration of the θd-type structure.

Figure 38. Stripe-type charge ordered states in the (a)
vertical, (b) diagonal, and (c) horizontal direction, where
“charge-rich” sites are drawn as gray circles.

Figure 39. Stripe-type charge ordered states stabilized
in θd-type structure in the MF calculations where the
largest transfer integral tp3 is described by thick bonds. The
“charge-rich” sites are represented by large circles and the
associated spin moment are drawn as arrows. Small spin
moments on the “charge-poor” sites are not drawn here (for
details see ref 126).

Figure 40. Stripe-type charge ordered states stabilized
in R-I3-type structure in the MF calculations, where the
smallest transfer integral tp4 is described by thin bonds.
The “charge-rich” sites are represented by large circles and
the associated spin moment are drawn as arrows. Small
spin moments on the “charge-poor” sites are not drawn here
(for details see ref 126).

5026 Chemical Reviews, 2004, Vol. 104, No. 11 Seo et al.



Comparison with the reported magnetic properties
of these compounds, where the importance of quan-
tum fluctuation among localized spins are expected,
turns out to be a powerful way to decide which charge
pattern is actually stabilized. As we have seen in
section 5.1.1, the quantum fluctuation can destroy
the AF ordering found in MF solutions, and the
features of quantum spin systems show up. Since the
energy scale of the Coulomb interaction which de-
termines the charge degree of freedom is large
compared to the quantum corrections to the spin
degree of freedom, the existence of CO is rather
robust. This holds even in the 1D systems seen in
section 5.1.1, where the quantum fluctuation would
affect the ground state properties more seriously than
the present 2D systems. Therefore, one can compare
the CO patterns stabilized in the MF calculations and
the magnetic properties observed in experiments by
incorporating the quantum fluctuations expected in
the appropriate Heisenberg models. By this proce-
dure, the charge patterns in the insulating phases
of both θ-ET2RbZn(SCN)4 and R-ET2I3 are concluded
to be the “horizontal stripe-type” one shown in
Figures 39c and 40c, respectively, as explained in the
following.

The temperature dependences of magnetic suscep-
tibility, ø, are very different between these com-
pounds as mentioned in section 3.3; θ-ET2RbZn-
(SCN)4showsaBonner-Fisherlikecurvecharacteristic
of low-dimensional spin system, which varies smoothly
through the MI transition temperature,47 whereas in
R-ET2I3, a prominent spin gap behavior is observed
from just below the MI transition temperature.72 The
magnetic properties of the stripe-type CO states
should be described by 1D Heisenberg models with
magnetic interaction between localized spins on the
“charge-rich” sites along the charge stripes. The
effective exchange couplings, Jij, can be estimated
from the second-order perturbation as 4tij

2 /(U - V )
and, therefore, reflect directly the transfer integrals
along the stripes. Then, to understand the experi-
mental results above, the CO states are likely to be
both the “horizontal stripe-type” for both cases, which
has uniform transfer integrals in the θ-type (tp4 in
Figure 37) and alternating transfer integrals in the
R-I3 type (tp2 and tp3 in Figure 22), straitforwardly
leading to a 1D Heisenberg model with uniform Jij
and that with alternating Jij, respectively. We note
that there are several possible MF self-consistent
solutions with “horizontal stripes” in both structures
due to the low symmetry in the unit cell but with
higher energy than the ones in Figures 39c and 40c,
and so it is important to incorporate the anisotropy
for each compound, as has been stressed in section
4.

As a matter of fact, the 13C-NMR experiments in
both θ-ET2RbZn(SCN)4

124,128 and R-ET2I3,127 as well
as optical conductivity,129 Raman scattering,130,131 and
X-ray scattering132 measurements are consistent with
these charge patterns. In the case of θ-ET2RbZn-
(SCN)4, the magnetic susceptibility shows a transi-
tion at much lower temperature of about 10 K to a
spin-gapped state,47 which is due to the additional
instability of the 1D Heisenberg chains of the local-

ized spins along the stripes, i.e., the SP transition.132

Since the extended Hubbard models for these 2D
CO systems are difficult to treat theoretically beyond
MF approximation, works are limited up to now.
Merino et al.133 considered a more simplified model
on the square lattice with transfer integrals and
intersite Coulomb interaction only for the nearest
neighbor sites, where they examined the CO transi-
tion with a charge pattern of checkerboard-type, and
calculated the optical conductivity.134 Clay et al.135

studied a small cluster for the θ-type structure by
numerical Lanczos exact diagonalization and dis-
cussed a tendency toward bond dimerization under
the existence of CO, and its relevance to the struc-
tural phase transition observed in θ-ET2RbZn(SCN)4.
Actually, the structural phase transition observed in
θ-type compounds (to θd-type structure in Figure 37)
is speculated124,126 as due to a cooperative phenom-
enon between the horizontal stripe-type CO state and
the electron-phonon interaction of Peierls-type dis-
cussed in section 5.1.2, which needs further theoreti-
cal examination.

The pressure effects on the CO state are apparently
opposite in the two polytypes of ET2X, R-I3-type and
θ-type. Namely, the CO transition temperature is
suppressed under pressure in R-ET2I3,136 whereas it
is enhanced in the θ-type compounds.47 In R-ET2I3,
the bandwidth increases with pressure, as usually
expected, stabilizing the metallic state over the CO
state. As for the θ-type compounds, the decrease in
the dihedral angle φ is observed under pressure,
whose effect is to decrease the bandwidth reflecting
the anisotropy of HOMO of ET molecule, contrary to
the usual case, explaining the reason of the further
stabilization of the CO state. Another effect of pres-
sure here is to decrease the ratio of |tc/tp| (|t/t′| in the
anisotropic triangular model in Figure 23), which is
also seen to work in MF calculations toward the
destabilization of the CO.78 Attempts to control such
CO states by uniaxial strain have recently been
pursued, where SC states are found in R-ET2I3

137 as
well as in a θ-type compound but with DIETS
molecule different from ET,138 which will be discussed
also in section 8.

Finally, let us discuss the reason CO appears
frequently in θ-type compounds and in R-ET2I3 but
not in the â-type ET compounds and its analogues.
As we have pointed out in section 4.3, θ- and R-I3-
types are described as good quarter-filled systems,
whereas the â-type is in the crossover region from
quarter-filling to half-filling, as concluded from their
degree of band splitting. In fact, if the band splitting
becomes as large as in â′-(ET)2X, the system becomes
effectively half-filled and the DM state instead of CO
shows up. Thus, the â-type structure is rather free
from both the CO state and the DM state which are
favored by quarter-filling and half-filling, respec-
tively. This discussion holds because these molecular
solids have the value of V comparable to t, i.e., near
the boundary region of having CO or not. In such a
case, the degree of anisotropy of transfer integrals
becomes an important factor to the stability of the
CO state. For example, it is pointed out theoretically
that the values of transfer integrals in the θ-ET2X
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showing CO is actually favorable to the CO state, and
the shape of the Fermi surface seems to affect its
stability.78

Nevertheless, we believe that stripe-type CO is
quite ubiquitous in quarter-filled 2D molecular solids
(CO in TMTTF compounds can also be viewed as
stripes in the 2D TMTTF plane), in cases where the
transfer integrals have relatively small values than
V. Besides “horizontal stripe”-type CO in the typical
family, θ-ET2X, there are actually other candidates
based on different molecules with a quarter-filled
band. The “vertical stripes” are inferred in θ-BDT-
TTP2Cu(NCS)2 by optical measurements.139 Some
members of DODHT2X with â′′-type molecular ar-
rangement but with smaller bandwidth than ET
compounds show similar behavior with R-ET2I3, i.e.,
MI transition with a spin-gap behavior in ø,140 which
may be due to a similar stripe-type CO. Further
studies on compounds based on different molecules
will, hence, provide more systematic understanding
of the interplay of the value of V and the anisotropy
of tij on the CO state.

5.3. Charge Order under Geometrical Frustration
2D molecular solids frequently have a triangular

lattice structure, as has already been pointed out. In
such a triangular lattice, the CO state is affected by
geometrical frustration. Generally, the geometrical
frustration is considered to play an important role
in spin systems (see also section 6.1). If one considers
lattices where the basic frame is a triangular form
and attempts to put spins on the lattice sites in the
AF manner coupled to each other, it is impossible to
satisfy all bonds with AF alignments; this is the
essence of frustration. If one makes correspondence
between such spin systems and the CO systems, i.e.,
up spin and down spin to occupied and unoccupied
states, respectively, a similar frustration effect should
also be present in the CO systems due to the intersite
Coulomb interactions, Vij, on the triangular bonds.
This fact was first pointed out by Anderson in the
context of a classical CO system, Fe3O4, in a three-
dimensional frustrated lattice, the pyrochlore lat-
tice.141

In the MF calculations on eq 1 explained in the
previous section, different stripe patterns have very
close energies,126 namely, the states are nearly de-
generate, which is the consequence of such frustra-
tion. As a matter of fact, the structural phase
transition observed when the CO state emerges in
θ-type ET compounds can be considered to be the
“effort” of the solid to relax the frustration by lower-
ing the symmetry of the lattice.

However, to treat the effect properly, one needs
more elaborated theoretical treatment than the MF
level, since quantum fluctuation plays a crucial role.
For example, let us discuss a zigzag ladder structure
as shown in Figure 41. The extended Hubbard model
on this lattice is more easily treated by use of

numerical methods than in higher dimensional mod-
els such as the triangular lattices, although the
essence of the effect of frustration is maintained.
Actually, such a structure is realized in the Cu-O
subunit of a transition metal oxide PrBa2Cu4O8,
where a quarter-filled band with fluctuations toward
CO is suggested while the resistivity shows a metallic
behavior down to the lowest temperature.142 Numer-
ical calculations suggest that the CO state can be
destabilized by the frustration due to the intersite
Coulomb interaction, resulting in a metallic state
interpreted as “quantum melting” of CO, even when
the values of U and Vij remain strong.143 Whether or
not such an effect can be realized in other lattice
systems, its possible relevance to the actual com-
pounds, are left for future studies.

6. Dimer-Mott States

The DM insulating state, which is another limiting
case of quarter-filling mentioned in section 2.2, has
been known from early studies in the 1D A2B
systems.1 In the presence of strong dimerization,
basic features of the electronic properties can be
modeled by the half-filled band based on the bonding
states (or antibonding states for the 3/4-filling case)
of dimers. If the effective Coulomb interaction within
a dimer is strong enough, Mott insulators will be
realized and this is the DM insulator. The DM state
is realized in 1D compounds by the dimerization
generated from the electron-phonon interaction, as
was mentioned in Sec. 5.1.2, e.g., in MEM-TCNQ2,
TEA-TCNQ2, and some members of DCNQI2X with
X ) Li, Ag. On the other hand, more recently, it is
recognized that there are 2D compounds with strong
dimerization originally from the crystal structure,
such as κ-ET2X and λ-BETS2X, which we will explain
in this section. For the results of the researches on
1D DM states in the early stage, see ref 1.

6.1. K-ET2X
As has already been introduced in section 3.3.3,

Kanoda and co-workers constructed a phase diagram
shown in Figure 15, on the plane of temperature and
pressure (external or chemical) which they inter-
preted as effective bandwidth, or inversely, effective
degree of electron correlation.57 The interplay of Mott
insulator with AF ordering and SC is frequently
discussed in comparison with the high-temperature
SC copper oxides.144

Kino and Fukuyama studied the 3/4-filled Hubbard
model (Vij ) 0) for the κ-type structure within MF
approximation and found that, when U is large an
insulating state with AF spin ordering between
dimers, as shown in Figure 42, is stabilized in the
ground state, which they interpreted as the DM
state.76 They also pointed out that an effective half-
filled Hubbard model can describe the electronic
properties of κ-ET2X, which has a triangular lattice
structure, as shown in Figure 43. There are two
different values of transfer integrals in this model, t
and t′, and the effective on-site (i.e., “on-dimer”)
Coulomb interaction, Ueff.12,57,77 These parameters can
be estimated from the original quarter-filled model,

Figure 41. Schematic view of the zigzag ladder structure.
Black circles are the lattice sites.
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eq 1 with the transfer integrals shown in Figure 22,
as t ) tB/2, t′ ) (tp - tq)/2 (see Table 7), and for U .
t, as Ueff ) 2t + U/2(1 - [1 + (4t/U)2]1/2).12,57 Then it
is rather easy to see that, if Ueff is large enough, the
system will be Mott insulating, and the spin degree
of freedom can be described by the S ) 1/2 Heisen-
berg spin system on the triangular lattice shown in
Figure 43, if t and t′ are replaced by exchange
couplings, J ) 4t2/Ueff and J′ ) 4t′2/Ueff, respectively.

After this work, many theoretical studies on the
half-filled Hubbard model were applied to κ-ET2X.
For example, dynamical mean field theory was ap-
plied to this system to analyze their finite tempera-
ture properties.145 There are several theoretical stud-
ies on the SC observed in this family based on the
half-filled Hubbard model, which we will see in
section 8. Strong coupling approach to map the
quarter-filled Hubbard model on the t-J model has
also been pursued, and again the DM state is
indicated.146 All of these works point to the fact that
the electronic correlation results in the transition
from a metallic (or SC) state to a Mott insulator,
which is actually discussed in Figure 15.

However, to compare the band structure of each
compound and properties summarized in Kanoda’s
phase diagram more precisely, another parameter
more than the effective bandwidth, i.e., the ratio of
the transfer integrals between the dimers turned out
to be necessary, as was suggested by Hotta.78,147 It is
found that the MI phase boundary is sensitive to the
ratio t/t′, which controls the density of states near
the Fermi level, which has been confirmed in a recent
elaborate numerical study.148 The compounds near
the MI boundary in Figure 15 have parameters of
the range of t/t′ ∼ 0.65-0.8. The BETS analogue, on
the other hand, κ-BETS2X has smaller Ueff and far
larger t/t′ (∼2) than κ-ET2X, consistent with the
experiments showing metallic behavior for any an-
ions.

Recently, one of these Mott insulating compounds
in this family, κ-ET2Cu2(CN)3, has been attracting

interest, which has almost isotropic transfer integrals
as t/t′ ∼ 1.05; this results in the large degree of
frustration among localized spins on dimers, J/J′ ∼
1.1. A spin susceptibility measurement showed that
its temperature dependence is well understood by the
model of Heisenberg triangular lattice but there has
been no indication of any magnetic ordering at least
down to 1.9 K,149 reminiscent of the resonating-
valence-bond (RVB) state proposed by Anderson150 in
such a triangular lattice system. Moreover, recent
experiment of NMR relaxation rate down to 32 mK
indicates that the expected ground state is singlet
and the magnetic excitations do not have an energy
gap, differently from the RVB idea, i.e., a gapless spin
liquid.149 Theoretical studies on the half-filled Hub-
bard model to search for such a possibility are under
way.148

6.2. λ-BETS2GaX4

As was introduced in section 4.3, λ-BETS2GaY4 (Y
) Cl, Br, etc.) has a strongly dimerized structure
coupled in a 2D way. The experimental phase dia-
gram shown in Figure 16a, where the DM insulating
phase and the SC phase are located next to each
other, has features essentially similar to κ-ET2X,
except the presence of a spin gap in the magnetic
susceptibility measurement first reported in the
insulating phase.61 However, a broadening of the 1H
NMR spectra toward low temperatures was found
and attributed to the emergence of AF moments,151

although a clear magnetic phase transition with
commensurate AF ordering as in κ-ET2X is not found.

The effective model for this system is considered
to be a half-filled Hubbard model as in κ-type
compounds. Therefore, analogous phase diagram to
κ-ET2X with the metal (SC)-DM state phase bound-
ary is in fact expected. However, the model for the
λ-type structure is rather like a square lattice as
shown in Figure 44, where the transfer integrals
along the a direction is alternating. Therefore, in the
insulating phase, the effective Heisenberg coupling
will be alternating, and then the spin gap can be
postulated.152 Actually, the estimation of the Heisen-
berg coupling constants suggests values quite close
to the boundary of quantum phase transition, where
the spin gap phase due to the alternation in one
direction and the AF phase caused by the 2D coupling
along the b-direction compete with each other.153 The
experimental suggestions of the existence of AF
without a clear transition may be because the system

Figure 42. AF between dimers in κ-ET2X, where the
intradimer transfer integral tA is described by thick bonds.
The hole density on each site is 0.5, and the spin order as
shown in the Figure is stabilized.

Figure 43. Triangular lattice structure for the dimer
model in κ-ET2X, where the two transfer integrals t and t′
are represented by solid and dotted bonds, respectively.

Figure 44. Square lattice model with alternation along
the horizontal direction for λ-BETS2X. In the insulating
phase, the thicker bonds parallel to the a as well as b axis
have larger exchange couplings than the thinner bonds in
the diagonal direction, reflecting the values of (effective)
transfer integrals between dimers (see Table 7).
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is near the boundary of these two phases in the AF
side, so that the spin moments are reduced by the
quantum effect. Another possibility is that the system
should be located in the spin gap phase, and the AF
moments seen in experiments are those induced by
some extrinsic randomness, as observed in several
doped transition metal oxides.154 The competition
between the AF state and the spin gap state is also
essential in this scenario.155

A difference between the κ- and λ-type structures
lies in the larger degree of band splitting between
the two bands consisting of the antibonding dimer
orbitals in the latter, as we have seen in section 4.3.
The MF calculations for these two structures suggest
that the λ-type structure with larger band splitting
requires smaller U to become a Mott insulator than
the κ-type one and that the character of the insulat-
ing state shows a crossover from the Mott insulator
toward the band insulator if one increases the band
splitting further.78 This is consistent with the fact
that κ-ET2X compounds are in the proximity to the
Mott transition, whereas κ-BETS2X with smaller
UBETS are always metallic, and on the other hand,
λ-BETS2X show Mott transition as in κ-ET2X despite
UBETS < UET (see also Figure 45).

It should be noted that, if the materials with far
larger band splitting than λ-BETS2X is realized, the
band insulating nature would possibly take place.
There are some salts which possibly belong to this
band insulating region; the tight-binding calculation
of δ′-ET2GaCl4, an analogue of the λ-type compounds,
shows a clear band gap at the Fermi level and is
expected to be such a candidate.156 λ-ET2GaI4

157 and
λ-ET2InBr4

158 have an insulating character; their
relatively narrow bandwidth than BETS-based com-

pounds above and their large degree of band splitting
favor the DM state and the band insulator, respec-
tively. The explorations of the magnetic property of
these materials is desired to find out which state is
realized.

7. Effects of Localized Spins; π−d Systems

One of the most fascinating experimental develop-
ment in recent studies of molecular solids was the
successful introduction of the localized moments into
the 2D compounds.159 In such cases, different pos-
sibilities from those in purely π-electronic system are
expected due to the interaction between these two
subsystems. Typical examples are λ- and κ-BETS2X
with X ) FeY4 (Y ) Cl, Br, etc.), where Fe3+ is in the
high spin state, S ) 5/2. Their analogues with X )
GaY4 discussed in the previous section, have almost
the same band parameters for the π-electron system.
The experimental findings imply that the electrons
on BETS molecules are interacting with the localized
Fe d spins on adjacent 2D planes,160 whereas the
direct magnetic interaction between these spins are
weak.161 The first theoretical consideration on these
π-d systems was carried out by Brossard et al.161 on
λ-BETS2FeCl4, who simplified the system as a 2D
Kondo-lattice model with a half-filled π band and
estimated the RKKY interaction between localized
spins when the π band is metallic, where consider-
ations on the “Mott physics” important in this system
would be needed as pointed out in refs 162 and 163.

To examine the interplay between the effects of
localized d spin and the Coulomb interaction between
π electrons (which drives the π system toward DM
state as discussed in the previous section), Hotta and

Figure 45. MF phase diagram of the π-d system as functions of U, Jπ-d, and band splitting in the case of large degree
of dimerization. The AF insulating and SDW phases with Jπ-d * 0 are the DM and SDW states of π electrons, respectively,
coexisting with the AF long range ordering of Fe spins. The characteristic spin structure of the SDW state is shown in the
inset. In the upper part, the phase diagrams on the plane of U and Jπ-d are shown for two different characteristic values
of band splitting which correspond to κ and λ type. The phase boundary indicated by (/) in the left-hand side one is sensitive
to the parameter; a downward shift with increasing Jπ-d changes to an upward shift when the degree of band splitting
becomes large (in the right-hand side part of the κ-type region).
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Fukuyama162 pursued within the MF approximation
a more detailed study on the 3/4-filled model with
strong dimerization. They took into account all the
possible π-d interactions, Jπ-d, whose values are
estimated to be of the order of ∼10-3 eV by use of
the data of the extended Hückel calculations. The
results can be summarized in the schematic phase
diagram shown in Figure 45, where the ground states
are shown as functions of U, Jπ-d, and the degree of
band splitting. The phase diagram at Jπ-d ) 0 on the
plane of U and band splitting is that for the 2D
π-electronic system without d spins, where the AF
insulating state which is the DM state appears when
U exceeds a critical value, Uc. One can see here that
the value of Uc is smaller for the λ-type than the
κ-type structure, as discussed in section 6.2. We note
that in the region of small band splitting relevant to
the κ-type compound, another magnetic state is found
next to the DM state,147 which is a SDW state with
sinusoidal modulation of small spin moments and
cannot be described by the dimer model. Although it
is not found experimentally yet, the tendency toward
the formation of a density-wave state is suggested.164

When Jπ-d is introduced, the AF long range order
of d spins takes place in cases where the DM state
and the SDW state appear in the π-electronic system,
which is the result of the coupling between localized
d spins and the π electrons. The DM state is further
stabilized by the AF ordering of d spins as seen from
two different phase diagrams in Figure 45 on the
plane of U and Jπ-d. On the other hand, the boundary
between the SDW metal and the paramagnetic metal
somewhat increases as a function of Jπ-d in the phase
diagram for the κ-type structure.

Since the transition between metallic (SC) state
and DM state is seen in the experimental phase
diagram of λ-BETS2GaY4 system (Figure 16), these
materials are considered to be located around the MI
boundary (in Figure 45 the location of Y ) Cl for Jπ-d

) 0 is indicated in the metallic side). Replacement
of GaY4 to FeY4 corresponds to the introduction of
Jπ-d. The calculations suggest that in the case of
λ-BETS2FeY4 the d spins order antiferromagnetically
with the aid of Jπ-d and then behave as internal local
staggered magnetic fields on the π electrons, which,
in the case of Y ) Cl leads the π electrons toward
the DM region from the metallic side where they were
at Jπ-d ) 0. This will be the electronic processes
behind the first-order MI transition in λ-BETS2FeCl4

at 8 K. As for the case of Y ) Br, the π system alone
has an insulating character due to larger degree of
band splitting than Y ) Cl and Jπ-d does not have
large influence on the insulating character itself. On
the other hand, the κ-BETS2FeY4 system is theoreti-
cally expected to be in the SDW metal region of the
phase diagram (see Figure 45) coexistent with the
AF ordering of Fe d spins, which hardly becomes
insulating in contrast to the λ-type systems, consis-
tent with the experiments. Even in this case, the
small magnetic moments of π electrons partially
generated by Jπ-d should possibly exist as predicted
in these calculations, although they are not detected
yet experimentally.

Another remarkable experimental finding is the
novel SC state induced by the external magnetic field,
H, applied parallel to the conducting plane as was
shown in Figure 17. There, the Fe d spins becomes
polarized due to the effect of H, which act as an
effective uniform magnetic field due to Jπ-d in the
direction opposite to the external field on the π
electrons. Then the π electrons experience the addi-
tion of these two as an effective field, Heff ) H -
ΣiJπ-d〈Si〉/gµB, where 〈Si〉, g, and µB are the expecta-
tion value of the d spin moment on site i, the g-factor,
and the Bohr magneton, respectively. When H totally
cancels out such effect of Jπ-d, i.e., Heff ) 0, the
properties of the π-electron system alone are expected
to be reproduced, which are actually the ones in the
plane of Jπ-d ) 0 in Figure 17. Such cancellation is
called as Jaccarino-Peter compensation effect.165 The
corresponding experiments in λ-BETS2GaY4 and
κ-BETS2GaY4 actually shows a SC state for some
members, as introduced in sections 3.3.4 and 3.3.3,
respectively. This is the explanation of the field-
induced SC state, which is discussed more in the next
section.

Recently, several materials which involves mag-
netic ions are found to have other interesting proper-
ties; DMET2FeBr4

166 and EDTDM2FeBr4
167 which

have AF ground states is shown to have a certain
degree of π-d interactions, and the latter exhibits
negative magnetoresistance under pressure of several
GPa. Similar phenomenon is found in quasi-1D
conductor TPP[M(Pc)(CN)2]2 (M ) Fe, Co), where only
the salts with M ) Fe show giant negative magne-
toresistance effect.168 Theoretical explanations to
these new phenomena will be necessary.

8. Superconductivity

The first SC in molecular solids was found in 1979
in TMTSF2PF6,37 a member of the Bechgaard salts,
and more than 100 superconducting materials have
been synthesized since then.2 The SC phase in A2B
compounds frequently exists near an insulating
phase, as we have seen in section 3. In such cases,
the cause of SC may not be the simple weak coupling
BCS mechanism by electron-phonon interaction, but
rather due to the electronic correlation. In this
section, we review some of those interesting cases.
We mention that there are many other SC states not
near the insulating phase, such as SC in the â-type
compounds found in the early stage of the studies.2
Many of them are considered implicitly as due to the
simple weak coupling BCS mechanism, although the
precise nature has not yet been studied both experi-
mentally and theoretically.

8.1. Superconductivity and Magnetism

The SC state in TMTSF2PF6 and its family is
realized next to the SDW phase (see Figure 10),38 and
its nature is believed to be exotic from the initial
stage.169,170 Recently there is a proposal based on
experiments that the symmetry of the SC order
parameter is a triplet p-wave one,171 although there
still exists controversy.
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Similarly, the SC state in κ-ET2X is also found in
the proximity of the magnetic state. Soon after the
proposal of Kino and Fukuyama,12,76 who mainly
concerned themselves with possible magnetic ground
states, McKenzie144 noted the potential importance
of eq 1 with full anisotropic tij for the systematic
studies including the nature of SC next to magnetic
ground states. However, in sharp contrast to the
former weak coupling SDW states, this magnetic
state is the Mott insulator (strong coupling) with
localized spin moment, S ) 1/2, per dimer,59 as we
have seen in section 6.1. A similar situation is also
found in λ-BETS2GaX4, as has already been discussed
in section 6.2. Recently, â′-ET2IBr2, an AF insulator
with the dimer structure that can be incorporated
into Kanoda’s phase diagram in the Mott insulating
region (see Figure 15), is found to turn into a SC state
under pressure as high as ∼7GPa.172

Such SC next to the Mott insulator may possibly
be due to the spin fluctuations. In fact, several
theoretical studies from the weak-coupling viewpoint
(perturbative approach) have been given on the
Hubbard model with the anisotropic triangular lat-
tice structure, mainly by use of the fluctuation
exchange (FLEX) approximation.173 They indicate
that the SC mediated by the spin fluctuation favors
either the dx2-y2 or dxy symmetry, whose results are
quite sensitive to the band structures,174 particularly
to those near the Fermi level. Experimental confir-
mation on this issue is now underway.175

The competition of AF and SC associated with the
Mott transition is one of the most important and
interesting topics in solid-state physics but, at the
same time, a very difficult one to treat theoretically.
The phase diagram of κ-ET2X in Figure 15 provides
a good example on this problem. There exists a
critical point at T ) 0 in the parameter (effective
pressure) axis which separates the two characteristic
ground states, AF insulator and SC, discontinuously
through the first-order transition. From this critical
point, a critical line extends toward the finite tem-
perature region eventually ending at some point
above both TN and Tc, as seen in Figure 15, as has
been disclosed by recent experiments.60 The phase
diagram of the half-filled Hubbard model computed
by the dynamical mean-field theory176 resembles to
the experimental phase diagram, although the SC
phase is not reproduced within this theory. There,
the existence of an Ising-type order parameter is
suggested to characterize the Mott transition, and the
boundary between the metallic and Mott insulating
phases is described by a gas-liquid phase transi-
tion.177 Onoda and Nagaosa178 constructed a phenom-
enological Ginzburg-Landau theory with the order
parameters for AF and SC as well as this Ising-type
one, and proposed explanations for the experimental
phase diagram of κ-ET2X. Experimentally, however,
the critical exponents near the critical end point have
been found to differ from the theoretically predicted
ones,179 which are left to be solved.

The field-induced SC in λ-BETS2FeY4 has a differ-
ent aspect since it is stabilized only in the presence
of the strong magnetic field applied exactly parallel
to the 2D π-electron plane. This particular feature

is understood in overall within the Jaccarino-Peter
compensation mechanism, as explained in section 7,
originally applied to s-wave SC in metals with large
paramagnetic localized moment.165 Several phenom-
enological studies have been carried out on the basis
of the Jaccarino-Peter mechanism, and the Fulde-
Ferrell-Larkin-Ovchinnikov state has been pro-
posed as a cause of the tails of the SC phase on both
sides of that characteristic magnetic field.180 Similar
field-induced SC phenomenon predicted in the κ-type
analogue163 has been found in κ-BETS2FeBr4 very
recently.62 It should be noted that the magnetic π-d
interaction, Jπ-d, is relatively strong and will affect
the nature of π-electronic system as mentioned in
section 7, whose interplay is not properly taken into
account so far, and may bring about another aspect
of this SC state. Regarding the symmetry of the order
parameters, the precise determination has not been
pursued yet, but exotic SC state is naturally expected
since the SC state in λ-BETS2X systems with X )
FeCl4 is linked to the SC phase in X ) GaCl4

69 as
seen in Figure 17, which is next to the DM phase in
the phase diagram in Figure 16.

8.2. Superconductivity and Charge Order
Recently, some examples of SC states in the vicin-

ity or in the presence of CO have been reported.
R-ET2I3 with CO at ambient pressure as we have seen
in section 5.2 shows a sharp suppression of resistivity
under uniaxial strain which is claimed to be due to
SC.137 If this is the case, this SC appears in the
presence of CO as seen in the proposed phase
diagram,137 since the resistivity shows a visible
change at some temperature above the SC transition
temperature, which shifts continuously from that of
CO at ambient pressure.127 It is noteworthy that the
electronic property of the metallic state of R-ET2I3
stabilized by high pressure is very peculiar; the
temperature dependence of the resistivity is almost
flat, and the mobility and carrier number deduced
from the transport measurements have very strong
temperature dependences.71 A similar but different
competition between SC and CO has been found in
a transition metal oxide, â-Na0.33V2O5, where SC and
CO states are exclusive.181

θ-DIETS2Au(CN)4 also shows a sharp suppression
of resistivity under uniaxial strain.138 Since this
suppression is sensitive to the external magnetic
field, it is considered as due to the onset of SC. The
lower pressure side of this phase is an insulating
state which is possibly due to the CO state. The value
of t/t′ ∼ 0.4 in this compound (see Table 2) is
apparently unfavorable for CO as discussed in section
5.2, and then this CO state is presumably due to the
small transfer integrals, i.e., large electron correla-
tion. Some DODHT2X compounds as mentioned
previously also have similar features, but controlled
with hydrostatic pressure,140 and then it will be easier
to pursue experiments than those under uniaxial
pressure.

Possible mechanism for the onset of SC in the
proximity to CO phase has been theoretically searched
for in the weak coupling approach, ever since Scala-
pino et al.182 first studied the extended Hubbard
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model in eq 1 on the square lattice with nearest
neighbor intersite Coulomb interaction V within
random-phase-approximation, suggesting dxy sym-
metry of the SC order parameter when V is large.
Merino et al. studied this model of quarter-filling
within the slave-boson approach,183 and the dxy-SC
state was found next to the CO state with a check-
erboard pattern. The random-phase-approximation
was also applied to the triangular lattice aiming at
the SC in θ-type compounds, where it is indicated
that when the value of V is appreciable the charge
fluctuation rather than the spin fluctuation works in
an enhancement of the effective coupling constant of
the pairing processes leading to an f-wave symmetry
of SC order parameter reflecting the shape of the
triangular lattice.184

The weak-coupling theories (including the FLEX
studies for the κ-ET2X systems) will apply to the
metallic states in the vicinity of the CO (and AF)
state and will give some hints to the mechanism and
symmetry of superconducting order parameters. How-
ever, these approaches cannot be extended into the
insulating regions due to strong correlations; there-
fore, the SC in the presence of CO, if it really exists,
will have different and interesting characteristics to
be explored.

9. Concluding Remarks
Research activities in conducting molecular solids

have been carried out through collaborations between
condensed matter physicists and chemists, who used
to live in “momentum space” and “real space”, re-
spectively. Because of this big difference in scientific
cultures, the progress was slow at first. However,
after the realization of metallic states in the charge
transfer compounds, especially in TTF-TCNQ, there
have been strong interests in these new families of
materials in the physics community. Because of the
particular electronic properties due to one-dimen-
sional crystal structure together with advances in
theoretical treatment on one-dimensional systems,
there had been great excitements in the early 70’s.

Such activities have eventually led to the discovery
of superconductivity in 1979 in TMTSF2PF6, a mem-
ber of the Bechgaard salts, which is also of charge
transfer type but with a different ratio of anions and
cations, i.e., 2:1, from former ones with 1:1. The
members of this family are generally more metallic
than before and then the detailed understanding of
the characteristic topology of the Fermi surface of
quasi-one-dimensional systems has been achieved by
the angular dependent magnetoresistance oscilla-
tions (AMRO) studies. The results of these studies
are convincing that electrons in molecular solids are
just the same as those in traditional metals and
semiconductors, but that the electronic states in
molecular solids are based on molecular orbitals in
contrast to the atomic orbitals. There followed the
realization of various two-dimensional systems with
this particular anion-cation ratio, whose typical
examples are ET2X and its related families. In this
family, various characteristic features of strong cor-
relations have been observed, including Mott insula-
tors and charge ordering together with superconduc-

tivity. It is interesting enough that the realization
of the Fermi surfaces in molecular solids, namely the
characteristic feature of “momentum space”, was
based on the extended Hückel scheme developed by
chemists, whereas the aspects of “real space”, Mott
insulators and charge ordering, have been introduced
to the field mainly by physicists.

The problem of strong correlations is in a word the
reconciliation between these “momentum” and “real”
spaces. The efforts to understand simultaneously
these “momentum” and “real” spaces actually under-
lies the research history of solids; simple metals,
semiconductors, and semimetals, studied from initial
stage, are nicely understood based on the Bloch
bands, whereas for the understanding of the strongly
correlated d and f electrons the features of local
atomic orbitals have to be properly taken into ac-
count.

Based on these understandings, results of detailed
studies on “quarter-filled” A2B compounds have been
reviewed in this paper with special emphasis on the
relationship between the band structures and the
nature of ground states, to be compared systemati-
cally with numerous experimental results. It has
been clarified that there exists a competition in these
quarter-filled cases between Mott insulators and
charge ordering depending on the degree of dimer-
ization and that the charge ordering is a rather usual
phenomenon in molecular solids, which is to our
surprise not noted earlier at least on a systematic
ground. There is a recent experimental indication
that superconductivity may be realized in the pres-
ence of charge ordering, which, if verified, will also
be an interesting problem. In the present review, only
either one- or two-dimensional systems have been
considered. However, there is another interesting
crystal structure, ladders,185 where interesting phe-
nomena are expected like the charge ordering as in
one of the quarter-filled transition metal oxides,
NaV2O5.186

Apart from these fascinating possibilities intrinsic
to the π electrons, there are cases where π electrons
are interacting with the localized d spins as in the
cases of BETS2FeY4 where the d spins play such
particular roles as in the realizations of the field-
induced superconductivity. It is expected that there
will be many other interesting interplays between π
electrons and transition metals in solids, whose
understanding could be a basis for the microscopic
understandings of electronic properties of biological
materials in the future.
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(24) Grüner, G. Density Waves in Solid; Addison-Wesley: Mas-

sachusetts, 1994.
(25) Mori, T.; Inokuchi, H.; Misaki, Y.; Yamabe, T.; Mori, H.; Tanaka,

S. Bull. Chem. Soc. Jpn. 1994, 67, 661.
(26) Mori, T. Chem. Rev. 2004, 104, 4947 and references therein.
(27) Seo, H.; Kuwabara, M.; Ogata, M. J. Phys. IV France 2002, 12,

Pr9-205.
(28) Ovchinnikov, A. A. Sov. Phys. JETP 1973, 37, 176. Lee, P. A.;

Rice, T. M.; Klemm, R. A. Phys. Rev. B 1977, 15, 2984. Kondo,
J.; Yamaji, K. J. Phys. Soc. Jpn. 1978, 43, 424. Hubbard, J. Phys.
Rev. B 1978, 17, 494.

(29) Hünig, S.; Herverth, E. Chem. Rev. 2004, 104, 5535 and
references therein.

(30) Hiraki, K.; Kanoda, K. Phys. Rev. B 1996, 54, 17276.
(31) Aumüller, A.; Erk, P.; Klebe, G.; Hünig, S.; von Schülz, J. U.;

Werner, H. P. Angew. Chem., Int. Ed. Engl. 1986, 25, 740.
(32) Kobayashi, H.; Miyamoto, A.; Kato, R.; Sakai, F.; Kobayashi,

A.; Yamakita, Y.; Furukawa, Y.; Tatsumi, M.; Watanabe, T.
Phys. Rev. B 1993, 47, 3500.

(33) Mori, T.; Imaeda, K.; Kato, R.; Kobayashi, A.; Kobayashi, H.;
Inokuchi, H. J. Phys. Soc. Jpn. 1987, 56, 3429. Tomić, S.; Jérome,
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